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Negated Adjectives and Antonyms in
Distributional Semantics: not similar?

Laura Aina* ** Raffaella Bernardi f
Universitat Pompeu Fabra, Spain University of Trento, Italy

Raquel Fernandez !
University of Amsterdam,
The Netherlands

We investigate the relation between negated adjectives and antonyms pairs in English (e.g.,
not cold vs. hot - cold) using Distributional Semantics. We build vector representations of
a set of antonyms and their negations on the basis of their contexts of use, and compare the
similarities of the negated adjectives to each of the adjective in their antonym pair. We find
that in a distributional semantic model a negated adjective (e.g., not cold) is typically more
similar to the adjective itself (cold) than to its antonym (hot). The effect is less strong for
antonyms that share their lexical root (morphological; e.g., happy - unhappy). No difference is
observed between simple and double negations (e.g., not happy, not unhappy), and contrary
and contradictory antonyms (e.g., hot - cold, dead - alive). Our results provides insights on
negated adjectives, and in general the type of similarity captured by Distributional Semantics.

1. Introduction

Negation has long posed challenges to researchers in Theoretical and Computational
Linguistics (see Horn (1989) and Morante and Sporleder (2012) for overviews). Similarly
to logical negation (—p is true « p is false), natural language negation allows to express
the falsity of a content. However, when interacting with morphosyntax, semantics
and pragmatics, it exhibits a diversity of functions and forms, which go beyond the
simplicity of the logical connective (Horn and Kato 2000). We here focus on the negation
of adjectives in English, as expressed by the particle not modifying an adjective —e.g.,
not cold. In particular, we study the relation between these expressions and the antonym
pair constituted by the adjective that is negated and its opposite (e.g., not cold vs. cold-
hot). We carry out our investigation using the methods of Distributional Semantics,
hence representing expressions on the basis of their use in a corpus (Lenci 2008).

It has been noted that when an adjective is negated, addressees not only conclude
that the property denoted by it does not apply, but also tend to infer that an alternative
property from the same domain applies (e.g., not cold ~ lukewarm, hot, etc.; Horn (1989),
Fraenkel and Schul (2008)). For instance, one can take the negation of an adjective
to directly convey the opposite of the adjective, that is its antonym (e.g., not cold =
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hot). However, when a speaker opts for a complex expression when a simpler one
is available — choosing to use a negation instead of an antonym - this is typically to
serve a particular purpose (Horn 1984). For instance, a range of studies support what
is known as mitigation hypothesis (see Jesperseen (1965) and Horn (Horn 1972) for an
early formulation, and Giora (2006) for an overview): a negated adjective tends to
be understood as conveying an intermediate meaning between the adjective and its
antonym (e.g., not large ~ medium-sized).

In this work, we study antonymic adjectives and their negations in a distributional
semantic model. To this end, we employ an existing dataset of antonyms, whose an-
notation we further extend; we then obtain distributional representations of these and
their negated version. This allows us to conduct a data-driven study of negation and
antonymy that covers a large set of instances. We compare pairs of antonyms with
distinct lexical roots and those derived by affixation, i.e., lexical and morphological
antonyms (e.g., small - large and happy - unhappy, respectively; Joshi (2012)). Moreover,
we investigate the distinction between lexical antonyms that are contrary or contradic-
tory, that is, those that do or do not allow an available intermediate value (Fraenkel
and Schul 2008): e.g., something not cold is not necessarily hot - it could be lukewarm
- but something not present is absent. As for negations of morphological antonyms,
we compare instances of simple and double negation, where the latter occurs if the
antonym that is negated is an affixal negation (e.g., not unhappy).

Our analyses show that, when considering distributional information, a negated
adjective (e.g., not cold) is typically more similar to the adjective itself (cold) than to its
antonym (hot). Such effect is less strong for antonyms derived by affixation and which
then share the same lexical root (e.g., happy - unhappy). This suggests that there is a
tendency for expressions sharing a lexeme to appear in similar contexts. No difference
is observed between simple and double negations (e.g., not happy, not unhappy), and
contrary and contradictory antonyms (e.g., hot - cold, dead - alive). The latter result con-
trasts with previous experimental evidence showing that inferential relations between
expressions (e.g., not dead entails alive) affects how similar the negation is perceived to
the antonym (Fraenkel and Schul 2008). We hypothesize that this is because distribu-
tional similarity is not tailored to capture inferential relations but rather differences in
use between expressions. Therefore, even when these seem logically equivalent, they
may still emerge as different to a distributional semantic model. Our results provide
novel insights on negated adjectives, and in general the type of similarity captured by
Distributional Semantics.

2. Related Work: Negation in Distributional Semantics

In Distributional Semantics (henceforth, DS), the distribution of an expression across
context in a corpus is taken to be representative of its content, and summarized into a
vectorial representation (Lenci 2008; Erk 2012; Turney and Pantel 2010; Baroni, Dinu,
and Kruszewski 2014). A vast body of research in Computational Linguistics and
Cognitive Science has shown that this methodology is very successful at modeling the
meaning of content words (e.g., adjectives). However, these data-driven and bottom-
up techniques are not as successful when modeling function words and the complex
phenomena that they involve — for instance not and in general negation (Bernardi 2014;
Boleda and Herbelot 2016). In the case of negation, this is primarily due to the fact that
it acts as a truth-reversing operator, whereas in the first place DS lacks a built-in method
to account for truth conditions. For this reason, some methods, like that by Garrette et
al. (2014), consist of hybrid approaches between distributional and formal semantics,
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while others aimed to find a counterpart of logical operations in the distributional
space (Widdows and Peters 2003; Coecke, Sadrzadeh, and Clark 2010).

Some approaches have been proposed to specifically model or evaluate the negation
of adjectives. Hermann et al. (2013) design a framework where domain and value
features of an adjective are separately represented, and when not is applied to an
adjective, the resulting phrase remains close to others from the same domain of the
adjective but its value within the domain changes. Similarly, Rimell et al. (2017) in-
troduce a neural network architecture to learn a mapping from an adjective to the
negated version conditioned on the domain of the former. To train this model, they
learn negation as a mapping from an adjective to its antonym; a similar idea was also
employed by The Pham et al. (2015). As these approaches rest on the assumption that
antonyms and negations are equivalent, they do not take into account mitigation effects,
nor in general peculiarities of negation that makes it differ from antonymy. However,
Socher et al. (2012, 2013) showed that a neural network learning general compositional
operations as a byproduct of a sentiment analysis task can actually capture such effects,
and correctly taking them into account when assigning fine-grained labels.

Finally, we mention an approach to negation which focuses on noun phrases, but is
nevertheless very relevant to our study. Kruszewski et al. (2017) proposed to use sim-
ilarity relations between expressions as captured by DS to account for the alternatives
triggered by the use of a negation. They show that these provide an excellent fit to data
of alternative plausibility ratings. For example, in the sentence This is not a dog, it is a cat
the distributional similarity between dog and cat is used to measure how plausible the
latter is as an alternative to the former. Crucially, this approach showed that, in spite
of the difficulties in modeling truth-related aspects of negation, DS can still provide
valid contributions to its study. We build on this research line and employ DS as an
investigative tool to study the relation between negation and antonymy.

3. Motivation and Data

We are interested in how negation acts with respect to pairs of adjectives connected
by the lexical relation of antonymy (Murphy 2003), that is, associated with opposite
properties within the same domain (e.g., hot - cold with respect to temperature). In
particular, we want to compare the negation of one of the antonymic adjectives with
itself and its antonym respectively (e.g., not cold vs. cold and vs. hot). Our data of interest
are then triples obtained starting from an antonymic pair and negating one of the two
items, as in Ex. (1). In the following, we present how we construct such a dataset. Since
we are interested in analyzing different types of antonyms and negations, we apply a
classification to these data (Figure 1), which we describe and motivate.

Example 1
(a) { hot, cold, not {hot||cold})

(b) (happy, unhappy, not {happy||unhappy})

3.1 Dataset

In order to build a dataset of triples as in Ex. 1, it is sufficient for us to have a dataset of
antonymic pairs of adjectives. Indeed, we can automatically obtain the negation of each
adjective by simply making it precede by not. Note that for each pair we can obtain two
triples, by negating each of the adjectives in turn.
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Antonyms & Negations

Morphological antonyms Lexical antonyms

Simple negations  Double negations Contrary antonyms Contradictory antonyms

Figure 1
Categorisation of the triples consisting of an antonymic pair and a negated adjective employed
in our experiments.

As a dataset of antonyms, we make use of a subset of the Lexical Negation Dic-
tionary by Van Son et al. (2016). This consists of word pairs tagged as antonyms in
WordNet (Fellbaum 1998) classified into different types of lexical negation, following
the categorization of Joshi (2012). In particular, lexical negation is taken to include both
affixal negations (e.g., perfect - imperfect), and regular antonyms (e.g., hot - cold). The former
is in turn split into direct and indirect negation, depending on whether the meaning of
the affixed word actually expresses an opposite property of the non-affixed counterpart
(e.g., imperfect expresses a different degree than perfect in the scale of perfection, while
the difference between famous - infamous is not about the degree of fame and they are
not incompatible with each other). Therefore, we consider as antonymic adjectives only
those pairs in the Lexical Negation dictionary that either involve a direct affixal negation
on one side, and a relation of regular antonymy on the other. We refer to these as lexical
antonyms, i.e., with distinct lexical roots (e.g., cold - hot), or morphological antonym:s,
i.e., sharing the lexical root (e.g., happy - unhappy). The motivation to use this dataset
is that it leverages a large-scale resource such as WordNet, but also allows us to filter
out pairs that do not actually correspond to the relation of antonymy in the sense of
direct opposition. Finally, as it comes equipped with the classification between lexical
and morphological antonyms, it enables us to investigate differences between these two
groups (see following section).

From this list of antonyms, we build our dataset of triples as explained above. Our
analyses methods leverage on occurrences of expressions in a corpus, which we use
to obtain their distributional representations (see details in Section 4). To ensure that
we only consider representations based on a relatively high number of occurrences, we
enforce a frequency threshold: to be employed in the analyses, each of the elements
of the triple (the two adjectives and the negation) needs to occur at least 100 times in
the corpus. Table 1 shows the final number of triples for each class and the average
frequency of their elements after this filtering. As it can be expected, negated adjectives
are overall less frequent than adjectives.!

1 Full list of triples at https://lauraina.github.io/data/notadj.csv
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hot cold

not hot —
<— not cold

Figure 2
Interaction of negation with an antonym pair: negation shifts the meaning of an adjective
towards its antonym.

3.2 Antonyms: Lexical vs. Morphological

We are interested in investigating the relationship between negation by not and
antonymy. A non-parsimonious expression — e.g., a negated adjective — tends to trigger
the implicature that a different meaning from a simpler alternative — an antonym -
is intended (Grice 1975; Horn 1984). For instance, it has been shown that one of the
functions of negation is to act as a modifier of degree (Giora et al. 2005): it alters the
meaning of the adjective it applies to and shifts it more or less close to its antonym
(Figure 2). Such mitigation in meaning has been explained in pragmatic terms, but also
as a result of the representational process: it arises due to the interaction between the
negativity of the particle not and the meaning of the adjective, which is retained as
accessible in memory (Giora et al. 2005).

We aim to investigate the semantic shift that results from applying negation to
an adjective, and the extent that this makes it closer to the antonym. We analyze this
using the measures of similarity yielded by a distributional semantic model - e.g., is
not hot closer to cold than to hot? Differently from previous studies, we here compare
negated adjectives and antonyms solely on the basis of their contexts of use. Moreover,
we compare the behavior of lexical and morphological antonyms in this respect. As we
mentioned earlier, these two classes of antonyms are usually taken to express the same
lexical relation, namely opposition - and to be different only on morphological terms.
However, such difference might affect their relation with negated adjectives: indeed,
affixal negations have a morphological structure that resembles negated adjectives (e.g.,
un-happy vs. not happy). It may then be that antonyms with a negative affix are more
similar to the negated adjective than antonyms with a distinct lexical root — e.g., is not
frequent closer to infrequent than not hot to cold? To investigate this, we compare triples
derived from lexical and morphological antonyms.

3.3 Lexical Antonyms: Contrary vs. Contradictory

An important distinction within the lexical antonyms group is that between contra-
dictory and contrary pairs (Clark 1974). In the case of contradictory antonyms, the
negation of one of the adjectives entails the truth of the other, without the availability of
a mid-value (e.g., not dead implies alive). The opposite is true for contrary pairs (e.g., not
hot does not imply cold, since a mid-value, such as lukewarm, exists). In other terms,
contradictory pairs constitute a dichotomy, while contrary ones lie in a continuum.
Fraenkel and Shul (2008) provided psycholinguistic results showing that if an adjective
is part of a contradictory pair, its negation is interpreted as being closer to the related
antonym than if it is instead part of a contrary pair (e.g., not dead is interpreted as
being closer to alive than not small to large). This corresponds to the intuition that when
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hot cold dead alive
| | ° ° | | °

not cold not hot not alive not dead

(a) Contrary antonyms (b) Contradictory antonyms

Figure 3

Example of the effects observed by Fraenkel and Shul (2008): a negated adjective that is part of a
contradictory pair typically expresses a meaning that is closer to the adjective’s antonym than a
negated adjective that is part of a contrary pair.

negation shifts the meaning of the adjective towards its opposite, such shift is bigger
if a mid-value between these is not available (see Figure 3). However, Fraenkel and
Shul (2008) also noted that, in spite of this general result, some variation may occur:
even for contradictory pairs it may be possible to conceive a context where a mid-value
interpretation is available (e.g., not dead ~ half-dead; Paradis and Willners (2006)).

We replicate the analysis of Fraenkel and Shul (2008) with DS, where similarities
between expressions can be quantified in terms of the geometric distance between their
distributional representations (details in Section 4). The antonyms pairs in the Lexical
Negation Dictionary do not come with a classification into contrary and contradictory;
in general, to the best of our knowledge, no large-scale dataset annotated with this in-
formation is available. Therefore, the three authors independently annotated the lexical
antonym pairs extracted by the Lexical Negation Dictionary as contrary or contradic-
tory, following the definitions reported by Fraenkel and Shul (2008).? In particular, we
tag as contrary those pairs a, b such that it is acceptable to say that something is “neither
a nor b”, and viceversa for contradictory (“neither hot nor cold” vs. “neither dead nor
alive”). Antonyms could also be tagged as unclear, if none of these options clearly fit.?
Not surprisingly, the inter-annotator agreement is only moderate (Fleiss’ k = 0.37). As
we mentioned above, the distinction into contrary and contradictory antonyms presents
some limitations: these are likely to cause difficulties when scaling the classification up
to a large set of antonyms and attempting to reach agreement over it. Therefore, our low
agreement in the annotation further underscores the possibility that the availability of
an alternative between two antonyms may be a contextual matter, and that the contrary
vs. contradictory distinction may rather be a graded one. We leave this aspect to be
clarified by future research and, for the purpose of our analysis, only consider antonyms
pairs classified with full agreement. Table 1 reports the values after such filtering: as it
can be seen, we had to exclude almost 50% of the lexical antonyms triples. In particular,
this filtering leaves us with a small number of triples involving contradictory antonyms.

3.4 Morphological Antonyms: Simple vs. Double Negations

In the case of morphological antonyms, one of the two adjectives is an affixal negation,
and hence already contains a negating prefix (such as im- in imperfect or un- in unhappy):

2 We only annotated lexical antonyms pairs that we could analyze in our setup. That is, we first filtered all
triples on the basis of their frequency of the corpus employed (see Section 4) and then annotated the
lexical antonyms in these data.

3 Annotation guidelines at https://lauraina.github.io/data/notadj.pdf.
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Table 1

Total number of triples (a1, az, not {a1||as}) used in the experiment, after filtering by frequency
and annotation agreement , and average frequency of adjectives and negated adjectives in these
triples per class.

# triples frequency

adj. not adj.
Lexical antonyms 198 254K 1K
— contrary 68 337K 1K
— contradictory 28 298K 1K
Morphological antonyms 185 83K 1.8K
— simple negations 157 85K 2K
— double negations 28 122K 0.9K

adding not thus gives rise to a double negation (e.g., not imperfect; see Figure 2). Since our
dataset of triples is obtained by negating both of the adjectives in the set of antonymic
pairs, datapoints involving morphological antonyms encompass both simple and dou-
ble negations (see Ex. 1). Double negations have been widely studied in the literature
due to their difference with double negation in logic (e.g., Bolinger (1972), Krifka (2007),
Tessler and Franke (2018)). While in logic two negations cancel each other out (——p = p),
in natural language double negations are typically employed to weaken the meaning of
the adjective that is negated twice (e.g., not unhappy # happy). We here test whether
evidence for this effect is found in a distributional semantic model: in particular, if two
negations were equivalent to no negation at all we would expect that the negation of
an affixal negation (e.g., not unhappy) is particularly close to the antonym (e.g., happy).
Therefore, we check whether simple (e.g., not happy) and double (e.g., not unhappy)
negations exhibit similar trends in relation to an antonym pair (happy vs. unhappy).

We classify our morphological antonyms data into simple and double negations,
as follows. From the Lexical Negation Dictionary, we know which adjective among an
antonym pair is the affixal negation; if a triple includes a negation of an affixal negation
(e.g., not imperfect), it is classified into the double negations groups, and viceversa
for simple negations. As Table 1 shows, we could only consider a small number of
double negations; this is due to the fact that these expressions are rarely produced, and
therefore few occur in our corpus more than the frequency threshold.

4. Methods

Previous studies about negation described its effect on an adjective as a meaning shift
towards the antonym, that can be measured in terms of semantic similarity (Fraenkel
and Schul 2008). DS offers us a data-driven method of quantifying this, leveraging the
occurrences of antonyms and negations in a corpus. Within this framework, expressions
- here, adjectives and their negated versions - are represented as vectors of continuous
values, summarizing their distribution across contexts of use in a corpus. Crucially,
we can interpret the proximity relations of the expressions in the resulting high-
dimensional space (e.g., cosine between their vectors) in terms of similarity relations
between them. By definition, this measures similarity of distribution: the more two
expressions appear in the same contexts, the more they will be distributionally similar.

While representing words in this fashion is standard for adjectives and in general
word units, it is more atypical as a way to represent multi-word phrases, such as a
negations. These are more typically represented using compositional operations (Baroni
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2013). In the case of negation, these often incorporate assumptions about its resulting
behavior (e.g., Hermann et al. (2013), Rimell et al. (2017)). To avoid introducing any bias,
we simply represent negated adjectives by treating them as a single unit (see details
below). This approach allows us to study negation in a bottom-up fashion, moreover
covering a large set of instances. An important caveat is in place: as in standard Dis-
tributional Semantics, each expression is assigned one vector abstracting away from
all their uses. Therefore, we focus on the main regularities in the use of adjectives and
negated adjectives —as captured in their distributional vectors —leaving an investigation
of their context-sensitive behavior to future work.

4.1 Distributional Semantic Model

To build a distributional semantic model with negated adjectives, we employ an existing
algorithm but apply a particular pre-processing of the training corpus. In particular,
we want the vocabulary of our model to include, besides word units, also negated
adjectives. We pre-process the training corpus as follows: adjacent occurrences of the
particle not and an adjective are merged (e.g., not cold ~» not_cold), therefore treating
each negated adjective as a single type, independent of the related adjective. Moreover,
we employ part of speech labels for adjectives, to distinguish occurrences of a form
as a different part of speech (e.g., poor as adjective or noun, as in the poor). Finally,
we remove function words, as to avoid syntactic differences between adjectives and
negated adjectives (e.g., the former ones appear both in predicative and attributive
position, while the latter ones almost exclusively in attributive position).

The corpus we employ is the concatenation of UkWaC and Wackypedia-En corpora
(2.7B tokens; Baroni et al., (2009)). We train a word2vec CBOW model (Mikolov et al.
2013) on this corpus, setting its hyperparameters as in the best performing model by
Baroni et al. (2014).* We are interested in investigating characteristics of antonyms and
negated adjectives in a distributional semantic model that is not fine-tuned to a partic-
ular task and where no assumptions about the structure of its space are incorporated.
Therefore, we do not carry out any hyperparameters search, nor we employ any ad hoc
techniques aimed at, for example, amplifying the distances between antonyms in the
semantic space (such as those by Nguyen et al. (2016) or The Pham et al. (2015)). We
assess the quality of the induced model through a similarity relatedness task, where we
find that it achieves satisfying performances.’

4.2 Quantitative Analysis

We consider triples as in Ex. 1, derived as described in Section 3. Given a triple
(a;, aj,not a;) (e.g., cold, hot, not cold), we define the following score:

Shift := Sim(not a;, a;) — Sim(not a,, a;) (1)

4 Vectors size: 400; window size: 5; minimum frequency: 20; sample: 0.005; negative samples: 1. We employ
the Gensim implementation of CBOW from
https://radimrehurek.com/gensim/models/word2vec

5 Spearman’s p of 0.75 on the MEN dataset (Bruni, Tran, and Baroni 2014); see results by Baroni et al. (2009)
for a comparison.
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Table 2
Average Shift scores, with standard deviation, for each category. ***: significant difference
between categories in the row (p < 0.001, Welch's t-test).

Lexical antonyms —.19 (+£.16) Morphological antonyms = —.04 (£.16) ***
Contrary antonyms —.18 (£.15) Contradictory antonyms  —.19 (£.16)
Simple negations —.03 (+.17) Double negations —.06 (+.11)

where i#j, and Sim(not a;,a;) and Sim(not a;,a;) are the cosine similarities of the
negated adjective with the antonym and the adjective, respectively. Shift measures how
much closer a negated adjective is to the antonym than to the adjective it self (i.e., how
much closer not cold is to hot than to cold), and hence how much negation shifts the
meaning of an adjective towards that of the antonym. When the Shift score positive,
the negated adjective is closer to the antonym, and viceversa. Due to the well-known
tendency of antonym pairs to be close in a distributional space (Mohammad et al. 2013),
the absolute value of Shift is not expected to be high: since antonyms tend to be close to
each other, a vector that is close to one is also likely to be close to the other. However, this
is practically not a problem, as by comparing the similarities with the two antonyms,
respectively, we can still assess whether a higher proximity is registered towards one of
them. For instance, Kim and De Marneffe (2013) have shown that, in spite of the relative
proximity of two antonyms, meaningful relationships among other members of their
domain can still be captured: they were able to retrieve adjectival scales by looking at
intermediate points between the two antonyms’ vectors.

5. Results

Table 2 shows the scores across the different categories described in Section 3. Example
triples for each category are given in Table 3, together with the nearest adjectives of
each element in the triple. Figure 4 offers a visualization of the results for the different
categories.®

5.1 Lexical vs. Morphological Antonyms

The average Shift scores of both classes are negative, showing that a negated adjective
is typically closer to the adjective than to the antonym. Indeed, as shown in Table 3, the
nearest neighbor of a negated adjective is often the related adjective.” At first glance,
one could interpret this result as supporting the idea that negated adjectives express
an intermediate meaning between that of the adjective and the antonym (e.g., not small
is close to normal-sized). More in general, considering the setup of our experiments, it
shows that negated adjectives have a profile of use that is more similar to that of the
adjective than to the antonym.

6 The Figure serves as a visualization of the results for each category, and not for the particular triple that is
reported as example. That is, we locate the elements of the example triples on the basis of the average
Shift score of their category, and not the score of the specific triple.

7 Note that we treated negated adjectives and adjectives as completely separate types. In particular, the
occurrence of a negated adjective does not count also as an occurrence of an adjective. Therefore, the
result cannot be led back to introducing an overlap in distribution.
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Table 3
Nearest adjectives in the semantic space for the three elements in some sample triples.
Contrary small: large, tiny, large: small, sizeable, not small: small,
antonyms smallish, sizeable, huge, vast, smallish smallish, normal-sized,
largish larqish, middle-sized
Contradictory  dead: drowned, alive: dead, awake, not dead: dead,
antonyms lifeless, half-dead, unharmed, beloved, half-dead, alive,
wounded, alive tortured comatose, lifeless
Simple similar: analogous, dissimilar: similar, not similar: similar,
negations identical, comparable, different, distinct, dissimilar, identical,
dissimilar, same unrelated, identical distinguishable,
analogous
Double happy: glad, pleased, unhappy: not unhappy: unhappy,
negations contented, nice, kind disappointed, adamant, disappointed,
dissatisfied, dismayed, unimpressed
unsatisfied, resentful,
anxious

The two classes of antonyms differ significantly in the extent of this effect: the Shift
score is higher for morphological antonyms than for lexical ones. We found that this is
due to the fact that negated adjectives and morphological antonyms are significantly
closer to each other than it is the case for lexical antonyms, whereas there is not a
significant difference between how close the negation is to the adjective.® The higher
similarity between negations and morphological antonyms can be justified by the fact
that one of the two morphological antonyms is an affixal negation. Its structure would
then be much more similar to that of negated adjectives than it is the case for lexical
antonyms: both affixal negations and negations by not are formed by a negative particle
and the adjective itself (e.g., not vs. un-, im- etc. + adjective). This might impact on the
similarity between, i.e., not happy and unhappy, as well as that between not unhappy and
happy (see Section 5.3 for a comparison between simple and double negations).

Overall, the picture that emerges is one where sharing a lexeme — in particular,
as a separate word — impacts on the distributional similarity between expressions.
Indeed, negated adjectives tend to be more similar to the original adjective — which
they specifically include as a separate word — than to the antonym (e.g., not cold - cold
vs. hot). However, if also the antonym shares the lexical root — which is the case for
morphological antonyms (e.g., not imperfect — perfect), this effect is less strong, as the
negated adjective is also quite close to the antonym. One way to explain this is by
positing that the contexts of use of an expression may be affected by a lexeme that they
include, due to the connotations that this carries. For instance, in a context where too-
direct expressions are to be avoided for politeness, expressions like incorrect or not correct
— sharing correct — may be preferred to wrong.

5.2 Contrary vs. Contradictory Antonyms
In contrast to results from the linguistic literature (see Section 3), the behavior of

contrary and contradictory antonym pairs is not significantly different in our analysis.
When we look into a distributional space, even for contradictory antonyms, the negated

8 The average Sim(not a;, a;) is 0.43 and 0.16 for morphological and lexical antonyms, respectively

66



Aina et al. Negated Adjectives and Antonyms in Distributional Semantics: not similar?

adjectives tend to be more similar to the adjective itself than to the antonym (e.g., not
dead is closer to dead than to alive).

While this result may seem counterintuitive at first, we posit the following explana-
tion. The contrary vs. contradictory distinction taps into inferential relations between
expressions - e.g., not present implies absent. These constraint the potential readings
of negation (e.g., an intermediate meaning is not available, so it cannot be intended)
and affect speakers when prompted to judge the similarity between negations and
antonyms (Fraenkel and Schul 2008). However, Distributional Semantics organizes its
lexicon in terms of general relatedness relations, with no built-in method to capture
inferential relations between expressions (Bernardi 2014; Boleda and Herbelot 2016). Yet,
this does not mean that distributional similarity is not informative regarding negation.
It indeed captures a different and possibly complementary type of similarity from
that tackled, for example, in the experiments of Fraenkel and Shul (2008). Even if the
negation of an adjective and the antonym may seem intuitively equivalent, the use
of one or the other may serve different functions (e.g., contradicting an expectation,
politeness, emphasis etc.) leading them to appear in different contexts. Therefore, the
negation of an adjective from a contradictory pair may not be so similar to its antonym
when looking at their distribution. One could argue that this effect is a shortcoming of
DS; on the contrary, we regard it be an interesting property that naturally arises as an
artefact of representing expressions solely on the basis of their contexts of use.

Finally, we find that, since continuous representations are able to capture nuanced
differences, the alleged dichotomy between contrary and contradictory antonyms tends
to become a continuum in the distributional space. For example, one of the closest
adjectives to not dead is half-dead: this suggests a gradability of the dead-alive scale, in spite
of the pair being categorized as contradictory. This further underscores the complexity
of the contrary and contradictory distinction which we had already encountered in the
annotation procedure.

5.3 Simple vs. Double Negations

There is not a significant difference between negated adjectives that are instances of
simple and double negations: crucially, it is not the case that double negations are very
close to the antonym as a result of the two negations canceling each other out (e.g., not
unhappy is closer to unhappy than to happy). The results could be interpreted in terms
of mitigation: for instance, not unhappy is close to unimpressed, a mid-value between
happy and unhappy (Table 3). More in general, following an analogous rationale to what
noted earlier, it suggests that the contexts of use of double negations are more similar
to the ones of the adjective that is negated than to those of its antonym. Indeed, double
negations typically appear in contexts where the use of the “logically” equivalent
alternative (i.e., the antonym) is to be avoided for pragmatic reasons, as possibly too
strong or direct (e.g., not unproblematic vs. problematic; Horn, (1984)).

6. Discussion and Conclusion

We have investigated negated adjectives using the tools of DS, which allows us to
quantify the similarities between expressions on the basis of how they are used. Our
analyses show that, when considering contexts of occurrence, negating an adjective
does not make it closer to the antonym than it is to the adjective itself. We hypothesized
that this effect may partially be due to mitigation effects (Giora et al. 2005), but more
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small large  dead alive
P | ° PS | °
. ‘ ° ° | °
not small not dead
(a) Contrary antonyms (b) Contradictory antonyms
similar dissimilar ~ unhappy happy
@ I ° [ I °
not similar not unhappy
(c) Simple negation (d) Double negation
Figure 4

Visualization of the results; the negation is located as distant from each antonym following the
average Shift score in Table 2 (e.g., center of the scale: Shift = 0; closer to the adjective: Shift < 0).

in general due to the different functions that these expressions are used in, which
ultimately reflect their contexts of use. This follows from the type of methodology which
we employ in our study, namely the distributional one.

Our results align with observations in the linguistic literature. Language has been
noted to exhibit a force to diversification of meanings, such that full synonymic ex-
pressions tend to be avoided (Kiparsky 1982; Clark 1992). In particular, according to
the division of pragmatic labor posited by Horn (1984), if a speaker opts for a more
complex or less fully lexicalized expression over a simpler alternative (e.g, a negated
adjective over an antonym) this is justified by a particular function. This could be for
example that of expressing an intermediate meaning, but also retaining the emphasis on
a rejected concept, or attenuating the strength of a statement. Our results suggest that
distributional representations may be sensitive to such differences in use. In particular,
we found that sharing a lexical root affects how similar the distributions are: this
suggests that certain lexemes are associated to particular contexts. Moreover, we could
not conclude that relations of distributional similarity align with inferential relations
between expressions, that is not dead is not closer to alive than to dead. This suggests
that: 1) again, the lexical root has an impact on the contexts of occurrence; 2) alternative
expressions, such as antonyms or negated adjectives, are not fully interchangeable, and
therefore used in the same contexts, even when logically equivalent (e.g., the case of
contradictory antonyms and double negations). Further research may shed light on
which type of contexts characterize the two types of expression, for example through
a corpus study. Moreover, it would be interesting to assess which other properties
negated adjectives have in a distributional space, such as their interaction with scalar
dimensions (e.g., not hot vs. freezing, cold, lukewarm, hot etc.; Wilkinson and Tim (2016))
and implicatures (Van Tiel et al. 2016).

Our study is in line the proposal put forward by Kruszewski et al. (Kruszewski et al.
2017) that, even though Distributional Semantics may not be the right tool to represent
truth-related aspects of meaning, it can be still very useful to study certain aspects of
negation. In our case, we have showed that DS is probably not the right tool to capture
inferential relations involving negations, but it can be used to quantify how similar the
use of negations is to that of other expressions. For the purpose of this study we have
focused on one distributional semantic model; however, it would be interesting to test
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the robustness of our findings through an evaluation of various models. Moreover, one
could apply an analogous methodology to analyze other types expressions which are
taken to convey almost identical semantic content but may be used in different ways;
for example, the quantifiers most and more than a half in English (Hackl 2009), or different
forms of absolute superlatives in Italian (e.g., molto bello - bellissimo; Berlanda (2013)).

Our study primarily relates to research questions in Linguistics; however, we regard
our results to also be of interest for Natural Language Processing. Aspects of negation
as the ones we studied, as well as their effect on distributional semantic models, can be
critical for tasks like stance detection or sentiment analysis (e.g., what does it imply that
a costumer is not happy or not unhappy with a product?; Wiegand et al, (2010)).
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