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Benchmarking Machine Learning for
Sentiment Analysis: A Case Study of
News Articles in Multiple Languages

Roberto Zanoli* Alberto Lavelli**
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Pierluigi Casale’
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Sentiment analysis is the field of study that analyzes people’s opinions and sentiments towards
entities such as products, services and organizations. Brand reputation analysis, competitive
intelligence and social network analysis are just a few areas that can benefit from sentiment
analysis. Most studies on sentiment analysis have only focused on domains like product reviews
and social network content, leaving sentiment inference in the news domain under-investigated.
In this work, we use a case study of a company specialized in the analysis of brand reputation to
evaluate machine learning models for sentiment analysis on multilingual news articles. Several
models were tested, including traditional machine learning models like KNN, and transformer-
based models like BERT, Llama and GPT. The implemented models were evaluated on a dataset
of Italian, German and Ladin news articles annotated with their sentiment polarity. Overall,
our experiments show state-of-the-art results and confirm the outcomes of previous studies, i.e.
that sentiment analysis of news articles remains a complex task. Machine learning systems can
support manual annotators in accelerating the annotation process. Our findings can provide a
benchmark for researchers in natural language processing when performing sentiment analysis
of news articles.

1. Introduction
The rapid growth of the Internet has enabled people to share their opinions on online

review sites, blogs, and social networks. This feedback is invaluable to organizations
seeking to understand public sentiment regarding their products and services.
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Sentiment analysis (or opinion mining) identifies people’s opinions, sentiments,
attitudes, etc., towards entities such as consumer products, services and brands. This
task has become a topic of increasing interest. Its applications have spread to almost
every possible domain, including healthcare, financial services and political elections.

There are three main fields of application of sentiment analysis. Brand reputation
involves sentiment analysis to help companies understand their reputation, credibility
in the market and image perception. Competitive intelligence uses sentiment analysis
to uncover and understand competitors’ positions in the market. Viral tracking em-
ploys sentiment analysis to identify and monitor viral marketing campaigns through
the tracking of public opinion.

Sentiment analysis is typically conducted using three main approaches: machine
learning (ML), lexicon-based and hybrid approaches. Machine learning is the most
widely used approach to sentiment analysis (Cui et al. 2023), leveraging advanced
algorithms, such as support vector machines, neural networks, and transformers, in
combination with linguistic features to perform sentiment classification. The lexicon-
based approach uses lists of words that are commonly used to express positive or
negative sentiments to identify the sentiment of the overall text. Hybrid approaches
combine machine learning and lexicon-based approaches to improve sentiment analysis
performance.

Researchers have mainly studied sentiment analysis at three levels of granularity:
document-, sentence- and aspect-level. Document-level consists of establishing the
overall opinion of a whole document as positive, negative or neutral (Pang and Lee
2008; Li and Li 2013). For example, given a product review, the review is classified
based on the overall sentiment of the opinion holder about the product. The main
assumption with this level of analysis is that each document expresses opinions on a
single entity (e.g., a brand, product or service). Therefore, this analysis does not apply to
documents that evaluate multiple entities. Both supervised and unsupervised learning
approaches are used for document-level sentiment classification. Sentence-level deter-
mines whether a sentence expresses a positive, negative, or neutral opinion (McDonald
et al. 2007). This level of analysis distinguishes objective sentences expressing factual
information and subjective sentences expressing opinions (Wiebe, Bruce, and O'Hara
1999). Although sentence-level and document-level classification may use similar tech-
niques, they differ significantly in their complexity and the type of analysis required.
Sentences are smaller, self-contained units with clear syntactic structure, making it rela-
tively straightforward to identify their sentiment. In contrast, documents are composed
of multiple sentences that collectively form higher-level structures. This involves iden-
tifying relationships between ideas across paragraphs and analyzing overall discourse
coherence. As a result, while the foundational techniques for both tasks might overlap,
their application must be adapted to address the specific challenges of each level. As
for document-level classification, sentence-level classification cannot be used in those
applications that need to assign a sentiment score to a single target entity. Aspect-
level focuses on the aspect or feature of entities (e.g., product features) (Pontiki et
al. 2014; Basile et al. 2018), but it can also be applied to establish an opinion about
a target entity as a whole. For instance, Hamborg and Donnay (2021) used this level
of analysis to detect polar judgments toward target persons. As for document- and
sentence-level classification, there are two main approaches for aspect-level classifi-
cation: supervised learning approaches and unsupervised lexicon-based approaches.
However, these approaches are not the same as their counterparts at document- and
sentence-level, because aspect-level classification requires the target entity of an opinion
to be identified.
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Research into sentiment analysis has largely been conducted on product or service
reviews, and movie reviews, where opinions are expressed openly, e.g.

The website is very clear in all aspects of your services. Signing up for a new
contract is extremely easy and you don’t need to send anything by mail or email.
Thank you very much.

Sentiment analysis on news articles has received far less attention. This task is more
difficult compared to sentiment analysis on customer reviews. This happens because
journalists often express their opinions indirectly, for example by highlighting some
facts, while omitting others, or through the careful use of words. For example, the
excerpt from the article below conveys a subtle positive sentiment about the mentioned
company by highlighting its continued investment, expansion, strategic location
selection, and positive contextualization within a larger trend of economic growth in
the region. This approach avoids being explicitly promotional while still suggesting
positive qualities about the company.

Despite the difficulties posed by the COVID-19 pandemic, the company is still
investing in Veneto. It has recently opened three new energy corners, bringing
the total number of energy corners opened in 2022 to five. The company has
selected these shopping centres for their convenience and strategic geographical
position, creating new job opportunities in the process. This is part of a larger
trend of companies investing in the region.

In this work, we use a case study of a company specialized in the analysis of brand
reputation to evaluate machine learning models for sentiment analysis on news articles.

A team of experts annotates the sentiment expressed in local and national newspa-
pers toward companies and public organizations that are subject to monitoring. Since
the manual annotation of these articles is time-consuming and expensive, this study
explores the use of machine learning to support its experts in their annotation tasks.

We tested several models for sentiment analysis, including traditional machine
learning models like k-nearest neighbors (KNN), and transformer-based models such
as Bidirectional Encoder Representations from Transformers (BERT), Large Language
Model Meta Al (LLaMA), and Generative Pre-trained Transformer (GPT). The imple-
mented models were evaluated on a dataset of Italian, German and Ladin! news articles
collected over the years and manually annotated with their sentiment polarity.

The results of these models were compared with the results of two baselines: (i)
a lexicon-based method that uses a dictionary of sentiment words with associated
sentiment polarity to compute a sentiment score for each article (ii) a frequency-based
baseline that predicts the most frequent sentiment class within the dataset. In this
comparison, the machine learning models outperformed the considered baselines. Fur-
thermore, the results are also higher than those of Bastan et al. (2020) who evaluated
BERT in a similar but not identical task. However, these findings reinforce the inherent
challenges associated with this complex task.

1 A Romance language spoken in the Italian Alps
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These study findings can be used by researchers in natural language processing as
the baselines to compare their models on news articles. The implemented models can
be used by the company to assist its annotators, resulting in time and cost savings.

2. Related Work

An exhaustive state of the art on the applications and challenges in sentiment analysis
was presented by Pang and Lee (2008), Li and Li (2013), Birjali, Kasri, and Beni Hssane
(2021), Wnkhade, Rao, and Kulkarni (2022) and Tan, Lee, and Lim (2023).

Practical implementations have been evaluated in various campaigns such as
SemEval-2016 Task 4 (Nakov et al. 2016), SemEval-2017 Task 4 (Rosenthal, Farra, and
Nakov 2017) and SemEval-2022 Task 10 (Barnes et al. 2022). Additionally, the SENTI-
ment POLarity Classification Task in Evalita 2014 (Basile et al. 2014) and 2016 (Barbieri
et al. 2016), as well as the Aspect-based Sentiment Analysis Task at Evalita 2018 (Basile
et al. 2018) and Evalita 2020 (De Mattei et al. 2020), have provided valuable insights.

Bonadiman et al. (2017) further contribute by examining the real-world application
of sentiment analysis models in industrial settings.

Different machine learning and lexicon-based approaches for sentiment classifica-
tion have been applied to domains such as customer reviews and social media content.

2.1 Methods

Machine Learning methods for text categorization can also be applied to sentiment
classification. Early studies were based on traditional machine learning models such
as KNN (Hugq, Ali, and Rahman 2017), Naive Bayes (Kang, Yoo, and Han 2012) and
SVM (Li and Li 2013; Rana and Singh 2016; Al Amrani, Lazaar, and El Kadiri 2018).
More recently several deep learning approaches for sentiment analysis have been stud-
ied (Dang, Moreno-Garcia, and De la Prieta 2020; Yadav and Vishwakarma 2019). These
models do not require handcrafted features, because they can derive features directly
from raw data. Even more recent studies are based on pre-trained language models such
as BERT (Devlin et al. 2019) and its derivative models (Song et al. 2019; Sun, Huang, and
Qiu 2019; Zeng et al. 2019). Lexicon-based uses a dictionary of words annotated with
their sentiment score to classify documents as positive or negative (Jurek, Mulvenna,
and Bi 2015). A sentiment score can be for example a simple polarity value +1 (positive)
or -1 (negative). The final orientation of a document is obtained by calculating the
semantic orientation values of the words in the document.

2.2 Language and Application Domain

Most studies on sentiment analysis have focused on domains such as movie re-
views (Pang and Lee 2008; Socher et al. 2011; Singh et al. 2013), web discourse (web
forums, newsgroups and blogs) (Abbasi, Chen, and Salem 2008; Pak and Paroubek
2010; Nakov et al. 2016; Zhang et al. 2020) and product reviews (Turney 2002; Dave,
Lawrence, and Pennock 2003; Fang and Zhan 2015) in which authors tend to express
their opinions explicitly.

Sentiment analysis of news articles has been extensively studied in various works.
Godbole, Srinivasaiah, and Skiena (2007) developed a scalable system for processing
large corpora of news articles and blogs. The system constructs sentiment lexicons by
expanding small seed lists using WordNet-based path analysis, filtering ambiguous
terms and refining results manually. Sentiment is identified by marking relevant terms,
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adjusting polarity for negations and modifiers, and linking sentiment to entities via
co-occurrence in sentences. Balahur et al. (2010) used lexicons like SentiWordNet and
in-house resources to compute sentiment scores within word windows around target
mentions while excluding category-defining words for improved accuracy. The focus
was on analyzing quotations (reported speech) in news articles. Hamborg and Donnay
(2021) introduced a dataset for target-dependent sentiment classification (TSC) in polit-
ical news. Their neural model combines a pre-trained language model (e.g., RoBERTa)
and external knowledge sources (e.g., sentiment and psychometric dictionaries). Bastan
et al. (2020) annotated a dataset of news articles with the sentiment expressed toward
some target persons in the articles. This dataset was used to evaluate machine learning
models, demonstrating the complexity of sentiment classification in the news domain.
Our work was inspired by this study with three key differences: (i) they conducted their
experiments with articles that focus on one single named entity of interest. On the other
hand, an article in our dataset can cover multiple named entities; (ii) the objective of
their work was to identify the sentiment expressed towards persons, whereas our task
focuses on the sentiment towards organizations; (iii) they only considered news articles
written in English for which several annotated resources and annotation tools exist,
while our study focused on articles in Italian, German and Ladin, for which, compared
to English, fewer resources are available.

Cross-domain sentiment analysis was studied by Li et al. (2017) and Du et al.
(2020). These studies show that sentiment classification is highly sensitive to the domain
from which the training data are extracted. Indeed, a classifier trained on one domain
often performs poorly on another domain since sentiment in different domains can be
expressed in different ways.

Cross-language sentiment classification is the sentiment classification of opinion
documents in multiple languages. Among the published studies, it is worth mentioning
the study by Zhou, Wan, and Xiao (2016).

Researchers have expanded sentiment analysis into diverse domains, including
literature and historical texts. For instance, Sprugnoli et al. (2023) made a study on
sentiment analysis in Latin poetry. This study highlights the adaptability of sentiment
analysis techniques across different textual genres and historical eras.

3. Sentiment Analysis

Sentiment analysis, or opinion mining, is a field of natural language processing (NLP)
and computational linguistics that focuses on identifying and extracting subjective
information from text. It aims to analyze and understand the emotional tone, opinions,
attitudes, and beliefs expressed in text and other forms of human communication. This
study explores the task of identifying the overall opinion expressed by the author of a
news article toward a target entity mentioned in the article. According to Liu (2015), an
opinion can be defined as follows:

an opinion is a quintuple (e, a, s, h, t), where e is the target entity, a is the aspect of entity e
about which the opinion has been given, s is the sentiment of the opinion about aspect a of entity
e, h is the opinion holder, and t is the opinion posting time; here, s can be positive, negative, or
neutral

Sentiment analysis based on this definition is called aspect-level sentiment analysis.
Not all applications for sentiment analysis need to be defined as a quintuple. For
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example, in sentiment analysis for brand reputation, the interest is only in opinions
about a target brand as a whole. This approach is called entity-level sentiment analysis.

Consider the following scenario in which a document and a target entity (ORG)
are provided.? In this case, the objective is to discern the sentiment expressed in the
document about this entity, which in this instance is positive.

[ORG] won first place in the [EVENT] ranking in [LOC] category. The study,
conducted by the German Institute for Quality and Finance (ITQF), evaluated
the level of customer satisfaction in terms of service quality, efficiency, and
timeliness of responses. This remarkable achievement is a testament to [ORG]’s
unwavering commitment to excellence and their dedication to providing excep-
tional customer experiences.

To assess the quality of the classified documents, it is required to use standardized
evaluation scores. A frequently used error measure is the F} score, which is a combi-
nation of Precision and Recall (Rijsbergen 1979). This measure is defined as follows:
Precision takes the number of texts that are correctly classified for a given sentiment tag
and divides it by the number of texts that were predicted (correctly and incorrectly) as
belonging to that tag. Recall takes the number of texts that are correctly classified for
a given tag and divides it by the number of texts that should have been predicted as
belonging to that tag. F';-micro score is the harmonic mean of these two measures.

2 - Precision - Recall

Fi-micro =
17MICTo Precision + Recall

Since Fj-micro is dominated by the classifier’s performance on more frequent cat-
egories, F1-macro (defined as the average Fi-micro across all classes) is often preferred
to F1-micro on unbalanced datasets like the dataset used in this study.

N
1 o
Fi-macro = i E_l Fy-micro(7)

where N is the number of classes.

4. Use Case

In this study, we present the case of an Italian company specializing in Media In-
telligence, namely Infojuice Srl.3, and referred to as the “Company” hereafter in this
article. It provides clients with personalized media intelligence services like press re-
views, media analysis, and PR insights. Clients are distinguished by very heterogeneous
fields of interest. Depending on their activities, interest can range from the financial
sector, banking, insurance to cultural and art contexts. The client portfolio also includes
public institutions (local, national and international) as well as private companies.
The Company ensures compliance with copyright laws and has held membership in

2 The names of the target organization (“ORG”), event (“EVENT"”) and location (“LOC”) have been altered
to preserve the anonymity of the organization mentioned in the document.
3 https://www.infojuice.eu/
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FIBEP (International Federation of Press Clipping Services) since 2012, alongside being
a founding member of FederRassegne, Italy’s premier association for Media Intelligence
Organisations. Among its services, the Company monitors sentiment expressed in local
and national printed newspapers towards its clients.

Currently, sentiment extraction from news articles is conducted manually by a team
of expert annotators. On average, 2 minutes are required to read and annotate a single
news article, while there are as many as 200 to 300 articles to review each day. Since
most of these articles do not contain a clear opinion or sentiment concerning the target
entity, a significant proportion of the effort expended on this activity is unproductive. To
overcome this issue and assist the team in their annotation process, this study explores
the use of machine learning for sentiment classification. We conducted an extensive
study to train and evaluate various machine-learning models on a dataset of 8,978
annotated news articles annotated in 2021.

5. Dataset

Conventional sentiment analysis datasets for research typically aim for a balanced
distribution of positive, negative, and neutral examples. When not perfectly balanced,
the examples generally remain within the same order of magnitude across sentiment
categories. For instance, the Internet Movie Database (IMDb) (Maas et al. 2011) dataset
ensures a strictly balanced setup with an equal number of positive and negative re-
views, omitting neutral examples. Similarly, the Sentiment140 dataset (Go, Bhayani,
and Huang 2009) maintains an equal distribution of positive and negative sentiment
classes, facilitating fair sentiment analysis tasks. The SemEval-2017 Task 4 Subtask A
dataset (Rosenthal, Farra, and Nakov 2017), although not strictly balanced, contains
examples across sentiment categories that are of the same order of magnitude. However,
the datasets of news articles used in this study show an uneven distribution, with a
prevalence of neutral articles compared to the other two categories. This is because
news articles typically adopt a neutral or unbiased tone, especially when reporting
on established institutions or entities. This tendency stems from journalistic efforts to
maintain objectivity and provide balanced coverage, avoiding excessively positive or
negative assessments.

The dataset under consideration includes 8,978 news articles published in Italian,
German, and Ladin languages spanning twelve months (January-December 2021). The
articles are taken from Italian national and regional newspapers. For example, “Il Cor-
riere della Sera” for national newspapers and “Alto Adige” for regional newspapers.
Each article is associated with one of ten entities monitored by the brand monitoring
services of the Company. The dataset includes entities such as universities, industry
associations, museums, banks and energy providers, as shown in Table 1.

Notably, the dataset exhibits a significant imbalance, containing 6,695 neutral arti-
cles, 2,142 positive articles, and only 141 negative articles.

Distinguishing itself further from standard research datasets, the dataset of this
study supports sentiment annotations based on contextual and external information,
not just on the information in the article. Such annotation method was also employed
by Bastan et al. (2020). These annotations were created by expert annotators who ad-
hered to the following guidelines:

®  tojudge the sentiment orientation of an article the annotators should

respond to this question: if you were in the position of the entity
mentioned in the article, would you experience contentment?
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Table 1

Distribution of entities across different sectors.

Entity type Occurrences
local authority 2,910
university 1,603
industry association 1,315
museum 1,013
bank 727
energy provider 651
insurance provider 526
multinational service 189
sectoral association 44

Table 2

Statistics on positive, neutral, and negative examples, followed by annotated documents and
tokens for Italian, German, and Ladin (based on space delimiter).

Italian German Ladin All
Positive 1,277 798 67 2,142
Sentiment Negative 95 45 1 141
Neutral 4,563 2,088 44 6,695
Metrics Documents 5,935 2,931 112 8,978
Tokens 3,053,268 1,284,718 80,897 4,418,883

each article must be annotated with its sentiment orientation (positive,
negative or neutral) towards the target entity of the article

The annotators are seasoned professionals employed by the Company, each with

over 15 years of experience in sentiment analysis and brand monitoring. While no
formal inter-annotator agreement metric is used to evaluate annotation quality, the
annotation process ensures reliability and consistency through a well-structured work-
flow. This includes the implementation of the Specialized Onboarding Process for An-
notation, designed to align annotators with the specific requirements of each client. The
process consists of the following steps:

80

Initial Client Consultation: A detailed discussion is held with the client to
understand their specific context, including any particular elements or

details that require attention.

Preparation and Approval of a Brief: Based on the consultation, a brief is
drafted outlining the annotation guidelines and objectives. This document
is shared with the client for review and approval.

Brief Sharing with the Annotator: Once approved, the brief is provided to

the annotator responsible for the project.
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4.  Initial Annotation Review: Before starting the main annotation task, an
initial review session is conducted between the annotator and the
department manager to align on expectations and ensure clarity regarding
the guidelines.

5. Independent Annotation: The annotator proceeds autonomously, handling
the sentiment analysis of the articles. However, they may consult the
manager for clarification on specific cases or incorporate feedback when
necessary.

Sentiment analysis for news articles differs from that for product and service
reviews, or in posts on Twitter and Facebook, in the following key aspects.

Implicit Sentiment Analysis: Instead of directly expressing sentiment through
emotional language, news articles often convey it indirectly through the careful
selection of words or simply by reporting some facts, while omitting others. Below, we
report an example of an article extracted from the dataset, which expresses a positive
sentiment toward an Italian University (denoted as “ORG” to protect privacy). This
article does not explicitly praise the university’s initiative. Instead, it highlights the
practical benefits of the vaccination offer, such as convenience and accessibility.

[ORG], from [TIME] vaccinations for everyone. The new academic year will
start on [TIME] and [ORG] wants to offer students, professors and admin-
istrative staff the opportunity to get vaccinated without having to make an
appointment. The offer is open to all citizens.

Granular Sentiment Analysis: Unlike reviews or social media posts, which
typically revolve around a single entity, news articles usually contain multiple entities.
This requires sentiment analysis at the entity level rather than the document level,
adding complexity to the task. For example, in the following excerpt, the sentiment
analysis is positive for the anonymized entities ORG#1 and ORG#3, while it is negative
for the entity ORG#2.

[ORG#1] wins and the contract for the catering service in a part of the school
canteens in [LOC] remains valid. In [TIME], as you will remember, fierce con-
troversies erupted over the quality of the food served to children. [ORG#1] had
then decided not to renew the contract with [ORG#2] and the service (for an
estimated annual amount of 6 million) had been awarded to [ORG#3]. Recourse
to the Tar immediately started, based on alleged errors contained in the offer of
the winning company, while [ORG#3] also presented a recourse against alleged
errors in the offer of [ORG#2] (second in the race). A legal mess from which the
Tar now comes out with a judgment with which the correctness of [ORG#1] (and
of the awarding commission) is recognized in the whole affair «and the requests
aimed at obtaining the declaration of the ineffectiveness of the contract and the
sub-entry in the same must be consequently rejected».

Sentiment Spillover: News articles often address entities that play significant
roles in society and maintain connections to other individuals or organizations. These
relationships imply that opinions articulated about one entity can indirectly influence
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the public perception of others. For instance, in the following passage, the negative
things that the journalist is reporting about a person (PER#1), who is the president
of the mentioned organization, are also affecting the way people think about the
organization (ORG) itself.

[PER#1] sues [PER#2] but loses and is sentenced to pay 21,000 euros. In the end,
after suing provincial councilor [PER#2] for defamation, it will be him, [PER#1 ],
a politician and president of [ORG], who will have to compensate [PER#2] with
15,000 euros plus legal fees for a total of 21,000 euros. This was decided by the
Court of [LOC] which issued the first-degree judgment, rejecting the compensa-
tion request made by [PER#1] against [PER#2] and instead condemning the MP
to compensate the provincial councilor for his statements.

Context-Aware Sentiment Analysis: Compared to reviews and social media posts,
news articles tend to be significantly longer. This makes it difficult to identify the
writer’s attitude towards a target entity of interest. The provided passage presents a
subtle analysis of the company (referred to as ORG), with the author’s sentiment only
revealed in the conclusion. To fully comprehend the author’s viewpoint, readers must
traverse the entire narrative of PER#1.

«I lost a battle, not the war». This is what [PER#1], an innkeeper and environ-
mentalist, said after the ruling by the Council of State that ruled in favor of
the owner of the malga. The road that leads from [LOC] to the malga can also
be built in the last stretch of about one kilometer. [PER#1], together with other
environmentalists, had been the protagonist, years ago, of a battle against the
road. Now he talks about the ruling that sees him defeated. But it seems to
understand that he has no intention of giving up his fight against the completion
of the road. Then the stab at [ORG] and the councilor [PER#2]: «They have
shown, once again, that they are insensitive to certain problems».

5.1 Data Availability

While the sentiment analysis dataset employed in this study cannot be distributed due
to privacy concerns, we have provided a comprehensive description of the dataset,
including entity types, news article sources, annotation guidelines, preprocessing pro-
cedures, model configurations, and experimental results. This should enable researchers
to replicate our findings and develop their sentiment analysis models using similar data
sources and methodologies.

6. Method

We wanted to establish the usefulness of the dataset of the Company to train a classifier
for the task of sentiment analysis on news articles. To do this, we split the dataset into
training (50% of data), development (25%), and test datasets (25%) as shown in Table 3.

KNN is set as the baseline to compare state-of-the-art pre-trained models to a
traditional machine learning model. All the evaluated models were trained on the
training dataset and tuned on the development dataset. The resulting best configuration
on the development dataset was tested on the test dataset. The models and baselines
were evaluated by F-macro as well as F;-micro. Additionally, we calculated F;-macro
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Table 3
The dataset is split into train, dev, and test datasets.

Positive  Negative Neutral

Train 1,038 83 3,368
Dev 549 22 1,673
Test 555 36 1,654

on positive and neutral examples (namely F-macro-pos-neut) to evaluate the models’
performance on labels with high representation in the dataset.
The experiments presented in this paper were performed with a Linux PC.*

6.1 Models Evaluation

KNN is a well-known ML method that has been widely used for text classification (Hug,
Ali, and Rahman 2017). In this study, the Scikit-learn library® was used to implement
KNN in Python 3.9.12. KNN was chosen as a comparison baseline because it is a well-
established, traditional machine learning algorithm frequently used in text classification
tasks. The algorithm works by comparing a given test instance (i.e. a document or text)
to the training instances in the feature space. Each instance is represented as a vector
of features, typically derived from the text (e.g., through techniques such as TF-IDF or
word embeddings). The KNN algorithm identifies the k nearest neighbors to the test
instance based on a chosen similarity metric, usually Euclidean distance or cosine simi-
larity, which measures the proximity of feature vectors. Once the nearest neighbors are
found, the algorithm assigns the label that is most frequent among these neighbors to
the test instance. We represented the annotated articles as vectors of weighted features
(or terms) computed with TF-IDF. Specifically, the TE-IDF score was calculated for each
news article by concatenating the title and text body. The parameters of KNN were set
to their default values, i.e. 5 for K value and Euclidean distance for document similarity
measure.

Traditional machine learning models like KNN may require a large amount of data
to achieve high performance. Unfortunately, available annotated datasets for sentiment
analysis, including our dataset, only consist of a few thousand labeled documents.
Given this limitation, we decided to include pre-trained models like BERT (bert-base-
uncased model) in our comparison, as they can often achieve better results than tradi-
tional machine learning models even on small datasets. The English BERT model was
included mainly as a benchmark to evaluate its performance. Due to its popularity and
proven success in many NLP tasks, we believe BERT can serve as a valuable reference
point, even in contexts where the dataset is predominantly non-English. Additionally,
BERT-ITA®, a version of BERT specifically trained on Italian text, was tested to assess
whether a language-specific model could achieve better performance compared to a
multilingual one like XLM-RoBERTa. To conduct these experiments, we used Simple-

4 Ubuntu 20.04, GeForce RTX 2080 ti
5 https://scikit-learn.org, version 1.0.2
6 dbmdz/bert-base-italian-uncased
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Transformers v0.63.6”, which is a deep learning library built over the popular Hugging-
Face.® Since each article in our dataset consists of many attributes (e.g., article title and
text), we evaluated different ways of representing an article for sentiment classification.

In our study, XLM-RoBERTa (xlm-roberta-base model) (Conneau et al. 2020) was
tested to take advantage of the annotation of the multilingual corpus. This is possible
because multilingual models such as XLM-RoBERTa are pre-trained on corpora in
multiple languages (including Italian and German) and hence they can be used for text
classification tasks in more than one language.

One of the main hyper-parameters that may affect the accuracy of pre-trained
models is the number of learning epochs. While too many epochs can lead to the
overfitting of the training dataset, too few epochs may result in an underfitting model.
The experiments described above were repeated varying the number of epochs between
1 to 10. As regards the other main hyper-parameters, the batch size was set to 8, max
sequence length and learning rate were set to 512 and 2e-5, respectively.

We compared the results of our models with those of two baseline methods often
used in the literature. A first baseline was produced by a lexicon-based approach, using
Sentix?, an Italian sentiment lexicon, to calculate sentiment scores for each document.
Each word in Sentix is disambiguated with its part-of-speech tag and associated with its
positive and negative scores. To compute this baseline, a document is first tokenized and
tagged with the spaCy part-of-speech tagger.!” Then, the tokens and their correspond-
ing part-of-speech were matched with entries in the lexicon to determine their sentiment
scores. Finally, the overall sentiment of the document is obtained by calculating the sum
of the sentiment score of its words. This baseline is specifically designed for the Italian
language, exploiting a lexical resource tailored to it. For the German and Ladin texts,
we assigned the most frequent sentiment class in the dataset (neutral) as a pragmatic
solution to ensure consistency across the languages. However, this approach introduces
an imbalance, as the sentiment analysis for Italian is more detailed and adapted to its
linguistic features, while the German and Ladin texts lack the same level of refinement.
The second baseline predicts (i) the most frequent sentiment class (neutral) within the
dataset and (ii) the most frequent sentiment class for the target entity.

We used GPT-3.5-Turbo and Text-davinci-003 from OpenAl'! to leverage their pre-
trained contextual understanding to analyze the sentiment of news articles. These mod-
els were employed to identify the underlying sentiment, even when it was not explicitly
expressed, as is the case in some articles within the dataset. Text-davinci-003, the newer
and more advanced model, is noted by Ye et al. (2023) to outperform GPT-3.5-Turbo in
tasks such as Machine Reading Comprehension, which may be due to the smaller model
size of GPT-3.5-Turbo. Furthermore, Text-davinci-003 was trained on a more recent
dataset and uses a distinct training strategy known as RLHF (reinforcement learning
with human feedback). This approach has been shown to enhance the model’s ability
to follow instructions and generate more coherent text. GPT-3.5-turbo was designed to
be a more efficient version of text-davinci-003. It has a smaller model size and uses a
different training strategy that is optimized for chat tasks. To compare the performance
of these two models, we used the Microsoft Azure API version 2023-05-15 and presented

7 https://simpletransformers.ai
8 https://huggingface.co
9 https://valeriobasile.github.io/twita/sentix.html
10 https://spacy.io/models/it, model It_core_news_sm-3.7.0
11 https://platform.openai.com/docs/model-index-for-researchers
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the same prompt to both models.!? Moreover, we set the temperature parameter to 0 in
order to ensure a certain degree of consistent outcomes.

In addition to the models previously mentioned, we also experimented with Llama,
which is a family of large language models (LLMs) created by Meta Al. Released in
multiple versions (Llama 1-3), these models are trained on massive datasets of text and
code, enabling them to support a wide range of NLP tasks. According to the authors
of the Llama models, the latest version, Llama 3, offers improved performance and
functionalities compared to the previous models (MetaAl 2024). It is also committed to
open-source accessibility. In our evaluation, Llama-3-8B was evaluated using the model
implementation available on Hugging Face.!® Llama outputs often included multiple
labels, numeric values, or repeated text sequences influenced by its pre-training data.
To address this, we experimented with various prompts to guide the model response.
Ultimately, we found a prompt' that partially mitigated these undesired outputs.
Furthermore, to ensure a more consistent evaluation process, we adopted a two-step
approach. First, we assigned a unique sentiment label (positive, negative, or neutral) to
responses with clear predictions that contained only one of the three labels (78.4% of the
model predictions). Second, outputs that deviated from the expected format (21.6% of
the model predictions) were assigned a neutral label.

6.2 Preprocessing

Thorough data preparation, accurate data representation, and balanced data distribu-
tion are crucial for achieving high accuracy and reliability in sentiment analysis.

Data Preparation and Representation: Training and test data must be converted to
an appropriate format before feeding into machine learning models. Our models require
input data to be in Pandas DataFrame format, which has to include two columns. One
column contains the article text, while the other column contains the sentiment label
associated with the text. The following 2 steps were applied for data preprocessing.
First, we used a variation of the procedure by Bastan et al. (2020) to mask the target
entity of an article with the “TGT” token. More precisely, in our procedure, we used
string matching for entity replacement, while they used a more sophisticated approach
for coreference resolution based on the analysis of the spaCy tool. Masking target
entities serves two purposes: to prevent models from easily learning biases towards
entities and to target the entity of interest. Second, we removed those fields that were
not useful for the final classification (i.e. ArticleID, Journal, Language, Date, Publication-
Page). Subsequently, we investigated two different approaches to represent articles for
sentiment classification: using only the article’s title as an input feature and combining
the article’s title and text into a single string as an input feature.

Data Balancing: An unbalanced dataset may contribute to decreasing the ability
of the model to correctly classify the articles of the minority class. To overcome this
issue, we experimented by balancing the training dataset with Italian and German
customer reviews (Table 4). The Italian reviews were selected randomly from a dataset
of 2,179,676 reviews of products and services, referred to as the ItalianReview dataset
throughout this paper. This dataset was compiled from multiple sources, including

12 Provide a comprehensive sentiment analysis of the news article provided, identifying the overall
sentiment (positive, negative or neutral) directed towards $TARGET_ENTITY

13 https://huggingface.co/meta-1lama/Meta-Llama-3-8B

14 Express the overall sentiment of the news article towards the target TARGET_ENTITY. Should the
sentiment be classified as Positive, Negative, or Neutral?
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alian reviews from Amazon.it, Trustpilot™” and Tripadvisor. e German reviews
Ital f A t, T lot'> and Tripad 16 The G

were selected randomly from a public dataset of Amazon’s reviews, referred to as the
GermanReview dataset in this paper.!” Both datasets express sentiment using a star
rating system, with 5 stars indicating the highest level of positivity. To standardize this
annotation with our dataset, we labeled reviews with 4 or 5 stars as positive, those with
3 stars as neutral, and those with 1 or 2 stars as negative. To make sure the Italian and
German reviews reflected the language distribution in the training dataset, the number
of Italian examples was set to be double the number of German examples. Futhermore,
the sum of positive and negative examples was set to match the number of neutral
examples in the training set (3,368), which represents the most populated category. Once
balanced, this dataset was used to train the models.

Table 4
The balanced training dataset contains an equal number (3,368) of positive, negative and neutral
articles.

Positive  Negative Neutral

the Company’s train dataset 1,038 83 3,368
ItalianReview 1,553 2,191 0
GermanReview 777 1,094 0
ALL 3,368 3,368 3,368

Data Enrichment: The accuracy of ML models largely depends on the quantity
of training data. In our study, the training data was enriched through two different
methods. The first method consists in using data augmentation techniques to generate
new training examples from existing data. To do that, we exploited state-of-the-art
machine translation models like MarianMT!8 to translate 2,999 Italian articles of the
training data into German and 1,439 German articles of the training data into Italian.
This creates a training dataset twice the size of the original data. The second method
increases the quantity of the training data by adding 120,000 Italian reviews and 60,000
German reviews selected from the ItalianReview and GermanReview datasets (Table 5),
respectively. The two methods used for expanding the training dataset were finally eval-
uated by fine-tuning the XLM-RoBERTa model on the two enlarged training datasets.

Table 5
The training dataset was expanded by adding customer reviews and performing data
augmentation through translation between Italian and German datasets.

Positive  Negative Neutral

Italian ~ 40,000 40,000 40,000

German 20,000 20,000 20,000
Italian 363 25 1,051
German 642 58 2,299

customer reviews

translated articles

15 https://github.com/AlessandroGianfelici/italian_reviews_dataset

16 https://www.kaggle.com/datasets/alessandrolobello/italian-tripadvisor
17 https://huggingface.co/datasets/amazon_reviews_multi

18 https://huggingface.co/docs/transformers/model_doc/marian
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7. Results

This section reports the experiments done to find the best system configuration on the
development set. The resulting best configuration was tested on the test dataset. As
reported in Section 6, the pre-trained deep learning models were set up with the same
configuration, i.e. batch size was set to 8, max sequence length and learning rate were
set to 512 and 2e-5, respectively. The number of epochs varies for each experiment, while
each article in the dataset was represented by concatenating its title and text.

As presented in Table 6, all machine learning models showed higher performance
compared to the baselines. Then, multilingual RoBERTa (XLM-RoBERTa) outperforms
the other evaluated models. Notably, KNN performed better than BERT, which is
a model pre-trained on English data. Interestingly, XLM-RoBERTa (F}-macro: 64.19)
outperformed BERT-ITA (F;-macro: 57.16) on the subset of Italian documents from the
development set, while KNN (F}-macro: 56.24) showed similar performance to BERT-
ITA (Fi-macro: 57.16). The lexicon-based baseline (F7-macro: 34.02), which uses a lexical
resource for Italian and assigns the most frequent tag (neutral) for German and Ladin,
performed better than the baseline based solely on the most frequent tag (F}-macro:
28.47).

Table 6

F; measures of the machine learning models and baselines (lexicon-based,
most-frequent-tag-per-entity, most-frequent-tag) trained on the training dataset and evaluated
on the development dataset.

Fy-macro  Fy-micro  Fy-macro-pos-neut  epochs

XLM-RoBERTa 65.22 83.38 78.68 6
KNN 57.00 78.88 70.50 -
BERT-ITA 53.67 77.94 69.98 5
BERT 48.40 79.32 72.60 7
most-frequent-tag-per-entity 48.00 79.00 71.50 -
lexicon-based 34.02 69.79 51.04 -
most-frequent-tag 28.47 74.55 42.71 -

Table 7 shows that accuracy is higher for categories that are more common in the
training dataset.

Table 7
Precision, Recall and F'-micro measures of XLM-RoBERTa computed on the positive, negative
and neutral articles of the development dataset.

Precision  Recall ~ Fy-micro  support
Neutral 89.03 88.82 88.93 1,673
Positive 68.36 68.49 68.43 549
Negative  36.00 40.91 38.30 22

In Table 8, we observe that fine-tuning the XLM-RoBERTa model on the training
dataset balanced with Italian and German reviews (F;-macro: 63.39) does not improve
the results compared to using the original training data (F;-macro: 65.22). Extending
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the training data by translating Italian articles into German and vice versa (F;-macro:
63.40) or concatenating the training data and customer reviews (F;-macro: 60.01) per-
forms poorly than using the original training data. Even though the ItalianReview and
GermanReview datasets contain a substantial amount of customer reviews, fine-tuning
the model solely using these reviews leads to a substantial decrease in performance (F-
macro: 25.00). Additionally, fine-tuning the XLM-RoBERTa model on only the sentences
mentioning the target entities (F;-macro: 62.67) is not as good as fine-tuning the model
on the whole document.

Table 8

F measures produced by fine-tuning XLM-RoBERTa on the training dataset, the balanced train
dataset, the training dataset enriched with customer reviews or data translation, the customer
reviews only, or the sentences in the training dataset mentioning the target entities. All the tested
configurations were evaluated on the development dataset.

training data Fi-macro  Fy-micro  Fy-macro-pos-neut — epochs
This Work’s Train Dataset 65.22 83.38 78.68 6
enriched with article translations 63.40 82.44 77.32 6
balanced 63.39 83.11 78.42 7
enriched with customer reviews 60.01 82.01 77.50 6
sentences 62.67 82.17 75.40 7
customer reviews 25.00 29.00 35.00 6

All the experiments reported above were done by representing the articles of the
dataset with their title and text attributes. We also explored an alternative approach
by representing articles solely based on their titles. In this comparison, the model
that employed both title and text achieved higher Fl-macro scores (F;-macro: 65.22)
compared to the model that used only titles (F}-macro: 41.27).

We employed the most effective model configuration, derived from the develop-
ment dataset (XLM-RoBERTa) to annotate the test dataset (Table 9). The untuned GPT
and Llama models achieved significantly lower Fl-macro scores (F;-macro: 49.00 and
Fi-macro: 27.00) compared to the optimized XLM-RoBERTa model (F;-macro: 58.32).
Notably, our model’s performance is higher than the results reported by Bastan et al.
(2020) who tested BERT on a dataset of English news articles, achieving an Fj-macro
score of 48.00.

To ensure a robust evaluation of model performance, particularly given the
dataset’s limited size, we also performed an experiment using cross-validation with
XLM-RoBERTa, which provided mean (F;-macro: 60.50) and standard deviation values
(4.48). Additionally, we performed bootstrapping on the test set, obtaining an average
F}-macro score of 58.13 with a 95% confidence interval of (52.99, 63.59).

The confusion matrix presented in Table 10 calculated for XLM-RoBERTa on the
test set shows that there are only a few cases of positive examples being misclassified as
negative and negative examples being misclassified as positive.

XLM-RoBERTa performs equally for German and Ladin, according to Table 11. Ital-
ian produces significantly higher results than German and Ladin. However, when look-
ing at the F';-macro-pos-neut score calculated on the positive and neutral categories, we
see that for these two most represented categories in the dataset, the measured accuracy
values are in line between the three languages.
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Table 9

Comparison of Model Performance on Test Dataset: Evaluating the Performance of
XLM-RoBERTa after fine-tuning on training and development datasets against untuned GPT
and Llama models.

Fi-macro  Fy-micro  Fy-macro-pos-neut

XLM-RoBERTa 58.32 82.67 77.28
Text-davinci-003 49.00 69.00 61.50
GPT-3.5-turbo 43.00 62.00 57.00
Llama-3-8B 27.00 42.00 38.50

Table 10
Confusion matrix of the base-model on the test set.

Gold/Prediction ~ Neutral ~Negative Positive

Neutral 1511 7 136
Negative 31 5 0
Positive 214 1 340

Table 11
Detailed F; measures for the three languages using XLM-RoBERTa.

Fy-macro  Fy-micro  Fy-macro-pos-neut

Italian 61.13 84.31 77.41
German 54.07 79.65 76.10
Ladin 52.96 96.96 78.57

Figure 1 highlights that the F'-micro scores across the 10 entities in the dataset are
much closer to each other compared to the Fi-micro scores for the Neutral category
alone. The majority of the data points for the F;-micro scores in the Neutral category
are concentrated towards the upper segment of the boxplot, with a longer tail extending
downwards.

To compare the difficulty of sentiment analysis on news articles to that on customer
reviews, we evaluated the performance of XLM-RoBERTA on a subset of customer
reviews selected from the ItalianReview and GermanReview datasets. This subset was
randomly chosen to mirror the category distribution found in the Company’s dataset.
On these selected reviews, XLM-RoBERTA achieved an Fj-macro score of 64.0 and
Fi-macro-pos-neut score of 95.5. The low Fj-macro values compared to those of Fj-
macro-pos-neut are justified by the tendency of the classifier to avoid predicting the
underrepresented negative category in the training data.

8. Discussion

News articles pose a significant challenge for sentiment analysis due to their inherent
linguistic complexity. They often contain complex language and are less likely to contain
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Figure 1

On the left, the boxplot shows the F;-micro scores for all three categories: Positive, Negative,
and Neutral, across the 10 entities in the dataset. On the right, the boxplot shows F;-micro scores
solely for the Neutral category.

direct expressions of sentiment. Despite this, the overall outcome of the experiments
shows that the dataset used in this study can be used to train a machine learning model
for sentiment classification, which can assist annotators in their annotation task.

Regarding the effectiveness of the evaluated models, Table 6 compares the results
of machine learning models like XLM-RoBERTa (F}-macro: 65.22) with the result of
the lexicon-based approach (F7-macro: 34.02) and the most frequent tag baselines (-
macro: 28.47) on the development dataset. Significantly, the machine learning models
outperformed the baselines considered. The poor performance of the lexicon-based
baseline can likely be attributed to its simplicity, which restricts its ability to address
contextual variations. Specifically, the implemented system has the limitation of not
considering the context in which words appear, leading to potential inaccuracies when
interpreting words with multiple meanings, or negations, which can significantly affect
the sentiment analysis results.

XLM-RoBERTa (F}-macro: 65.22) outperforms the other evaluated models, such as
BERT-ITA (Fj-macro: 53.67), and even when compared to English BERT (F;-macro:
48.40), it performs better on the entire development dataset. This can be explained by
the fact that XLM-RoBERTa, being a multilingual model, is well-suited for handling all
three languages in the dataset, while BERT-ITA is specifically designed for the Italian
language, and English BERT is tailored for English, which is not present in the dataset
used in this study. One possible explanation why XLM-RoBERTa (£;-macro: 64.19) per-
forms better than BERT-ITA (F;-macro: 57.16) even on a subset of Italian news articles
is that XLM-RoBERTa trained on a diverse range of languages, can capture linguistic
patterns and structures common to them. In comparison, models like BERT-ITA are pre-
trained on a narrower corpus. Moreover, the performance of KNN (F}-macro: 56.24),
which aligns closely with that of BERT-ITA (F}-macro: 57.16) on the subset of Italian
news articles, suggests that simpler models like KNN can effectively capture domain-
specific patterns, particularly when the training set includes representative examples
that help annotate the test data.

Our dataset is highly unbalanced and this causes a bias of the classifier towards the
majority class in the dataset (Table 7), with an F-micro of 88.93 for the neutral sentiment
class compared to 38.30 for the negative sentiment class. In an effort to address this
concern, we balanced the training data by concatenating the training data with customer
reviews (Table 8). Our results seem to confirm the observations of Li et al. (2017) and Du
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et al. (2020) that a classifier trained on one domain often performs poorly on another
domain since sentiment in different domains can be expressed in different ways. In our
view, such observations may also explain why relying solely on substantial amounts
of customer reviews to train the classifier does not lead to a corresponding increase in
accuracy (Table 8).

Turning now to how the evaluated models perform on the test dataset, the results in
Table 9 show that XLM-RoBERTa fine-tuned on the dataset used in this study (F;-macro:
58.32) performs significantly better than BERT tested by Bastan et al. (2020) on another
dataset consisting of news articles (F;-macro: 48.00). Moreover, the model processes and
annotates up to 102 newspapers per second on a PC with Ubuntu 20.04 and a GeForce
RTX 2080 Ti, exceeding the Company’s daily workload (200 to 300 news articles per
day).

The Fj-macro scores from cross-validation (60.50) and bootstrapping (58.13, with
a 95% confidence interval of 52.99-63.59) are close to the test dataset score of 58.32.
This alignment across different evaluation methods and test partitions confirms that
the model produces reliable results, demonstrating its ability to generalize well across
varying data splits.

We used GPT-3.5-Turbo, Text-davinci-003 and Llama models to try to leverage their
vast knowledge base and understand the nuances of language used by journalists to
express their opinions. Table 9 shows that XLM-RoBERTa, fine-tuned on our training
dataset, performs significantly better than GPT-3.5-Turbo (#3;-macro: 43.00) and Text-
davinci-003 (F;-macro: 49.00).

Llama-3-8B’s performance (Fj-macro: 27-00) was difficult to evaluate because its
outputs were inconsistent. It sometimes generated multiple labels, numbers, or text
snippets probably derived from its pre-training data. To address this, we used prompts
to get it to give a single sentiment label and assigned a neutral label for unexpected
outputs. Few-shot prompting offers a potential future exploration for evaluating Llama-
3-8B. However, this technique requires careful selection of representative examples from
the dataset. This is particularly important because the sentiment studied in this work is
multifaceted. It can be both explicit and implicit, and it varies across languages and the
domains of the named entities mentioned in the text.

The performance of XLM-RoBERTa and Text-davinci-003 was evaluated in different
sentiment annotation scenarios in our dataset (see Section 5). Implicit Sentiment Anal-
ysis: In the document in which the sentiment is expressed indirectly, XLM-RoBERTa
effectively detected the positive sentiment about a university’s vaccination initiative. It
likely identified key phrases such as “vaccinations for everyone”, “open to all citizens”,
and “opportunity”, which emphasized inclusivity and accessibility. Text-davinci-003,
which leverages external knowledge, probably recognized the positive sentiment by
associating the initiative with public health support. Granular Sentiment Analysis: In
the document in which the sentiment varied between entities, XLM-RoBERTa accu-
rately identified the sentiment toward ORG#1 as positive, likely recognizing the pat-
tern “ORG#1 wins”. Text-davinci-003 performed similarly to XLM-RoBERTa, obtaining
similarly accurate results, likely by leveraging the same patterns as XLM-RoBERTa. Sen-
timent Spillover: In the article where negative sentiment toward an individual (PER#1)
influenced the sentiment associated with their organization (ORG), XLM-RoBERTa la-
beled ORG as neutral, highlighting its limitations in identifying indirect sentiment. In
contrast, Text-davinci-003 demonstrated a deeper understanding of how negative per-
ceptions of a person can affect the reputation of their associated organization, accurately
labeling ORG’s sentiment as negative. Context-Aware Sentiment Analysis: In a longer
article where sentiment was implied in the conclusion, XLM-RoBERTa failed to identify
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the negative sentiment toward ORG. This may be because in many cases within the
dataset where the model was trained, the entity of interest and the sentiment toward
it are introduced at the beginning of the article. Text-davinci-003, however, successfully
captured the sentiment, likely due to its ability to better understand context over longer
stretches of text. Overall, XLM-RoBERTa emerges as the top performer, due to its fine-
tuning on the specific distribution of the dataset. Text-davinci-003 tends to overpredict
minority classes but appears to excel in managing more complex examples.

In terms of the performance of the evaluated models across the three languages of
the dataset, Italian consistently shows better results compared to German and Ladin
(Table 11). However, when focusing on the F-macro-pos-neut score calculated on the
positive and neutral categories, we see that for these two most represented categories in
the dataset, the measured accuracy values are in line between the three languages. The
absence of negative training examples for Ladin, while there are a handful in the test
set, explains the lower macro-averaged F1 score across all three categories for Ladin.

The hypothesis that sentiment analysis of news articles is more challenging than
sentiment analysis of customer reviews seems to be confirmed by our experiments.
XLM-RoBERTa achieved significantly lower results (F;-macro: 58.32, Fj-macro-pos-
neut: 77.28) than when the same model was evaluated on the customer reviews (F}-
macro: 64.00, F';-macro-pos-neut: 95.50).

Our findings suggest that the assessed dataset can be used to train models for three
main purposes. Firstly, the models can be employed to automate the annotation of news
articles for many organizations monitored by the Company without requiring further
manual review. This is feasible due to the relatively low misclassification rate of positive
examples as negative (and vice versa) by the models, as shown in Table 10. For many
clients, this level of error might be acceptable, allowing sentiment annotation to be
automated for those cases. Secondly, since the accuracy of classifying articles as Neutral
is approximately 90% for entities in the dataset, it is reasonable to trust the classifier
prediction when it identifies an article as Neutral, which happens in 78% of cases. In
cases where the classification differs, it is advisable to verify the automatic annotation
by expert annotators. This implies that only 22% of documents (from 44 articles to 66
articles per day) need verification, resulting in a time-saving of 78% for annotation.
Thirdly, these models can accelerate the manual verification process, focusing solely on
articles associated with entities where the model accuracy on the Neutral category falls
below 85%, which applies to a minority of entities (Fig. 1). In this scenario, the time
saved for annotation is at least 50%, reducing the current 400 to 600 minutes, to 200 to
300 minutes.

Although our findings suggest that the machine learning models evaluated in this
work could improve annotation efficiency, we plan to conduct a human study to confirm
whether these models can indeed accelerate the annotation process in practice.

9. Conclusion

The study investigated the effectiveness of machine learning in sentiment analysis of
multilingual news articles in languages with fewer resources than English. Our findings
confirm previous studies, indicating that sentiment analysis of news articles is more
difficult than that of other domains such as customer reviews, owing to the complex
language and indirect expressions of sentiment. Although the dataset used in the study
cannot be shared publicly for privacy reasons, the results provide valuable insights into
the challenges and opportunities of sentiment analysis in news articles.
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The use of machine learning has shown the potential to reduce the manual annota-
tion process, which may involve automating annotation for either all news articles or a
significant portion of them.

To address the imbalance in the current dataset, future research will investigate the
feasibility of using negative articles from entities like those already included in the
dataset. This approach could potentially enhance the identification of negative senti-
ment associated with entities within the dataset, even in the absence of directly related
negative articles. Furthermore, there is currently ongoing research on leveraging large
language models like Modello Italia for sentiment analysis. Additionally, evaluating
Llama-3-8B with few-shot prompting holds promise. This technique requires careful
selection of representative examples but could potentially address the model’s output
inconsistency issues.
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