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Explainability and Subjectivity in Textual
Entailment: the e-RTE-3-it Dataset

Andrea Zaninello* Sofia Brenna**
Libera Universita di Bozen-Bolzano Libera Universita di Bozen-Bolzano
Fondazione Bruno Kessler Fondazione Bruno Kessler

Bernardo Magnini!
Fondazione Bruno Kessler

We introduce the 'e-RTE-3-it’ dataset, an enriched version of the Italian RTE-3 dataset, where
each text-hypothesis pair, in addition to the ‘entailment’, "contradiction’, or ‘neutrality” label,
has been combined with an explanation for the relation. Moreover, the dataset includes the level
of confidence with which the annotators wrote the explanation as well as an optional alternative
label, along with its explanation, which the annotators could express when they did not agree
with the original label. This offers the opportunity to analyse cases of uncertainty in annotation
and take into account different perspectives on natural language understanding and generation.

1. Introduction

Recently, Large Language Models (LLMs) like T5 (Raffel et al. 2020), GPT-3.5/4 (OpenAl
2023), LLama-2 (Touvron et al. 2023), or the Italian It5 (Sarti and Nissim 2022), Camoscio
(Santilli 2023), Minerva', etc. have demonstrated remarkable performances across vari-
ous natural language processing (NLP) tasks. Despite their success, these LLMs also face
limitations and risks, such as lack of factuality (Honovich et al. 2022), hallucinations (Ji
et al. 2022), and poor transparency (Guidotti et al. 2019).

As a result, there is a growing demand for “inherent explainability” (Longo et al.
2024), which refers to the ability of models to provide human-like, natural language
explanations for their predictions. This interest is demonstrated by the high number of
studies focusing on natural language explanations, such as the ones presented at the 1%
Workshop on Natural Language Reasoning and Structured Explanations at ACL 20232 and by
the numerous datasets collected and created for this task (see Wiegreffe and Marasovic
(2021) for comprehensive review). Many of these resources focus on English and are
based on extensive crowd-sourcing, thus leaving a gap for non-English languages,
including Italian, and for carefully curated data.
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To fill this void, this paper introduces the e-RTE-3-it dataset, the first Italian dataset
for textual entailment® enriched with free-form, human-written explanations for the
relationship between each fext and hypothesis. Additionally, the dataset includes con-
fidence scores for each explanation and a subset of pairs with alternative relation labels
from annotators, whenever they even partially disagreed with the provided label. This
aspect of the annotation scheme makes the e-RTE-3-it dataset also a potential resource
for exploring subjectivity and variability in language and reasoning®.

2. Background and Related Work
2.1 Defining Entailment: the RTE Task

The Recognizing Textual Entailment (RTE) task emerged in 2005 (Dagan, Glickman, and
Magnini 2006) as the problem of determining if two sentences stand in an entailment or
not-entailment relationship. A common definition of “semantic entailment” (also referred
to as presupposition in some studies) is that “A sentence S presupposes a proposition p if
p must be true in order for S to have a truth-value (to be true or false).” (Chierchia and
McConnell-Ginet 2000). A text ¢ is said to entail another text (hypothesis, h) if h is true in
every circumstance (possible world) in which ¢ is true. RTE, however, suggests a more
empirical definition, allowing for cases in which the truth of the hypothesis is highly
plausible, for most practical purposes, rather than certain. According to Dagan et al. (2010),
this “shallow” definition better accounts for the types of uncertain inferences that are
typically expected from text-based applications.

Recognising Textual Entailment was formalised through a series of successful chal-
lenges and workshops that began in 2005 (Dagan, Glickman, and Magnini 2006) and
lasted until 2012. Starting from the RTE-3 edition, the task was extended from two
labels to a three-label classification, splitting the not-entailment label into two classes,
contradiction and neutrality. Given the interest on the task, an Italian version of the RTE-
3 dataset was developed to explore language comprehension and textual entailment
(Magnini, Lavelli, and Magnolini 2020). The English RTE-3 dataset was translated into
Italian by professional translators, with the goal of maintaining as much as possible of
the semantic labels of the English RTE-3.

2.2 Natural Language Explanations

The collection of textual explanations has increasingly expanded in the last few years,
contributing to the offspring of Explainable Natural Language Processing (ExNLP). In
ExNLP, explanations are collected for three main purposes (Wiegreffe and Marasovic
2021):

®  data augmentation, i.e., creation of synthetic additional data to enhance
performance on predictive tasks;

®  explanation generation, where collected explanations serve as supervision
for training models to generate justifications for their predictions;

3 Also referred to as natural language inference.
4 We make the e-RTE-3-it dataset available at the following link: https://nlplab.fbk.eu/
tools-and-resources/lexical-resources-and-corpora/e-rte-3-ita
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*  cevaluation of generated explanations, providing ground-truth examples
used to assess the quality of model-generated explanations.

Wiegreffe and Marasovic (2021) analyse about a hundred datasets containing textual
explanations and identify three main types of explanations: highlights (a selection of
the input string that justifies the prediction), structured explanations (like tables or tree
graphs), and free-text explanations (usually self-standing utterances of different kind
and informativeness).

Free-text explanations, like the one we collected for our e-RTE-3-it dataset, play a
central role in enhancing understanding and interpretability of NLP models, as they are
also the most common kinds of explanations found in human communication (Lom-
brozo 2007). Free-text explanations are free-form textual justifications of a statement,
label, prediction, etc., generally consisting of one or few sentences per instance. These
explanations are not constrained by elements of the input instance: as a result, they
are best suited for explaining reasoning problems that require information beyond the
given input (Zaninello and Magnini 2023).

For example, the CODAH dataset (Chen et al. 2019) comprises a wide range of
commonsense reasoning problems. It includes explanations that were adversarially
constructed by humans, who had access to feedback from a pre-trained model. These
explanations were intentionally designed to create challenging commonsense questions.

The COPA-SSE (Brassard et al. 2022) presents crowd-sourced explanations for the
Choice of Plausible Alternatives without superficial cues (COPA) benchmark (Kavumba
et al. 2019), with explanations given as a set of triple-like common sense statements
with ConceptNet relations and free-text concepts. The COS-E dataset (Rajani et al.
2019) couples commonsense reasoning problems with explanations, thereby providing
valuable insights into how humans approach commonsense reasoning tasks. Brahman
et al. (2021) explore various methods for automatically generating rationales using pre-
trained language models, and demonstrate their approach on the defeasible inference
task, a form of non-monotonic reasoning in which an inference can be either reinforced
or diminished when new information is introduced.

The most similar resource to our e-RTE-3-it is the e-SNLI dataset (Camburu et
al. 2018) (Table 1), an enriched version of the Stanford Natural Language Inference
(SNLI) corpus (Bowman et al. 2015). The e-SNLI dataset comprises human-produced
English explanations, manually written by crowd-workers and post-edited both auto-
matically and manually, giving three explanations for each of the 570k text-hypothesis
pairs, explaining their entailment, contradiction, and neutral relationship labels. While this
resource is very valuable for tasks requiring large amounts of training data, it focuses
on the English language and explanations in the dataset tend to be short and lack the
variety of ecological data. As can be seen from the examples reported in Table 1, they
sometimes tend to repeat patterns that rephrase the input without adding new infor-
mation, so that models trained on them tend to present recurrent linguistic structures
instead of elaborating more complex reasoning paths (Becker, Liang, and Frank 2021;
Zaninello and Magnini 2023).

Another common feature of explanation datasets is that annotators apply an ex-
planation to an existent label, which is assumed to be valid or likely. However, while
this assumption may not hold for every task, ambiguity and subjectivity have also
emerged as salient aspects of human communication. For example, Creanga and Dinu
(2024) argue that the stagnation in Natural Language Inference (NLI) progress is due to
neglecting the subjective nature of meaning, tied to individual worldviews, and propose
creating datasets that capture annotator demographics and values to model diverse
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perspectives. Their initial experiments with the SBIC dataset indicate that including
annotator metadata can enhance model performances.

Table 1
Example explanations from the e-SNLI dataset for entailment (YES) and contradiction (NO) labels.
Three explanations are provided for each pair.

Text Hypothesis Label Explanations

A maninablueshirt A man is YES Expl. 1:"in a blue shirt" is inferred as "wearing
standing in front of a  wearing a a blue shirt".

garage-like structure blue shirt. Expl. 2: In a blue shirt is a paraphrasing of
painted with geomet- wearing a blue shirt.

ric designs. Expl. 3: "In a blue shirt" is a rephrasing of "is

wearing a blue shirt".

Amaninablueshirt A man is NO  Expl. 1: Blue is a different color than black.

standing in front of a  wearing a Expl. 2: A person cannot be wearing a black
garage-like structure black shirt. shirt while in a blue shirt.

painted with geomet- Expl. 3: A man cannot be wearing a blue shirt
ric designs. and a black shirt at the same time.

3. Original Dataset Annotation Layers

The RTE-3-it dataset (Magnini, Lavelli, and Magnolini 2020), our starting point, is an
XML-coded dataset comprising a development and a test split of 800 pairs of text
(element t) and hypothesis (element ) each, totalling 1600 pairs (Figure 1).

Each text-hypothesis pair element is complemented with the following attributes:
an id, the original task from which the pair was taken, the length of the text (long or
short), and the label for the entailment relation, which can take 3 values:

* "YES", when the hypothesis is entailed by the text, i.e., given the facts stated
in the text, it follows that the hypothesis must be true.

e "NO", when the hypothesis is contradicted by the text, i.e., given the facts
stated in the text, it follows that the hypothesis must be false.

e "UNKNOWN", when the hypothesis is neutral to the text (neither entailed
not contradicted by the text), i.e., given the facts stated in the text, the
hypothesis could either be true or false.

4. Data Collection and Additional Annotation Layers

To collect the explanations, we deployed a two-fold writing-and-editing strategy. We
recruited 40 annotators among students at the University of Bologna (from undergrad-
uate to PhD level), native Italian speakers, and fluent in at least one other language; each
annotator took at least one linguistics university course, ensuring their meta-linguistic
proficiency as well as broader cultural understanding. They were also instructed about
the Recognizing Textual Entailment task and about XML mark-up, so that they could work
directly on the original data through an IDE (Integrated Development Environment).

10
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Figure 1
Example of datapoint in the original RTE-3-it dataset.

Annotators had access to the original labels for the text-hypothesis pair, and were
asked to provide

*  anexplanation (element e) for the entailment label in the original dataset;

e their confidence in providing that explanation, expressed by an attribute on
a 5-point Likert scale, with 1 = not confident and 5 = very confident.

We also encouraged diversity in perspectives by allowing annotators to disagree with
the original label. In such cases, they were still asked to provide an explanation and
their confidence for the original label, but optionally they could provide

®  analternative label (attribute new_label);
®  acorresponding alternative explanation (element a) for the new label;

* the level of confidence for the explanation of the alternative label as an
attribute of a.

4.1 Guidelines

Each annotator was provided with 50 text-hypothesis pairs from either the development
or the test set, each labelled with an entailment relationship. They were asked to write
one free-form, natural language explanation in Italian clarifying why the two sentences
stood in that particular entailment, contradiction, or neutrality relationship.

To ensure language variety as well as uniformity across annotators, the following
guidelines were given:

1.  please write an explanation in the form of one or two self-contained
sentences for each <pair, label>;

2. you can refer back to, quote, or paraphrase chunks of both the text and the
hypothesis;

3. use case marking and punctuation consistently with the original sentences;

11
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4. you can use metalanguage to refer back to the original sentences with

phrases such as “in the text, it is stated that...”, “the hypothesis does not
mention...”, etc.;

5. please provide your level of confidence (i.e., how sure you are about the
reasons provided in your explanation) on a scale from 1 to 5;

6.  if you (even partially) disagree with the given label, provide a new label
for the pair, an explanation for the new label, and your level of confidence
in the new explanation.

4.2 Post-editing and Data Curation

Finally, two linguistics experts manually curated the data via a post-editing phase,
where they validated the explanations addressing any logical or grammatical fallacies
and ensuring uniformity in spelling and punctuation.

Cases when the experts edited explanations include explanations containing gram-
matical, semantic or logical errors (Table 2, Example 1)°, uninformative or vague con-
tent, like explanations that only paraphrased the hypothesis without making the text-
hypothesis entailment relationship explicit (Example 2), or explanations that did not
consider or misinterpreted the entailment relationship details, the text and/or the hy-
pothesis (Example 3)’. In the latter case, we asked another annotator to write a new
explanation from scratch.

4.3 Original Dataset Correction

While editing the explanations, the experts also detected and corrected some errors
in the original dataset. In few cases, these included missing information that made it
impossible to infer the right label for t and /. For example, consider the following text-
hypothesis pair from the test set (id = 52):

Text: Oscar Chisini (nato il 4 marzo 1889 a Bergamo, morto il 10 aprile **1967** a Milano) fu
un matematico italiano. Lui introdusse la media Chisini nel 1929.

Hypothesis: Oscar Chisini mori nel 1967.

Entailment: "YES".®

5 Example 1 Text: Police in Rio de Janeiro arrested five men and recovered millions of dollars worth of art
stolen earlier this month, including works by Salvador Dali and Henri Matisse. Police recovered all the
stolen art except two Chinese ceramic sculptures from the 7th Century and a collection of silverware.
Hypothesis: Millions of dollars of art were recovered, including works by Dali. Original Explanation:
There is no evidence that among the stolen art were the works of Dali. Edited Explanation: If police in
Rio de Janeiro have recovered millions of dollars worth of stolen art, including works by Salvador Dali, it
means millions of dollars worth of art has been recovered, including works by Dali.

6 Example 2 Text: Between March and June, scientific observers say, up to 300,000 seals are killed. In
Canada, seal-hunting means jobs, but opponents say it is vicious and endangers the species, also
threatened by global warming. Hypothesis: Hunting endangers seal species. Original Explanation: If
seals were not hunted, their species would not be endangered. Edited Explanation: If it is true that seal
hunting is cruel and endangers the species, then it is true that hunting endangers the seal species.

7 Example 3 Text: Based on a worldwide study of smoking-related fire and disaster data, UC Davis
epidemiologists show smoking is a leading cause of fires and death from fires globally. Hypothesis:
Domestic fires are the major cause of fire death. Original Explanation: Smoking is the major cause of
domestic fires. Edited Explanation: Smoking is the major cause of fires and fire deaths, but it is not
specified whether another major cause of fire deaths is actually domestic fires.

8 Text: Oscar Chisini (born March 4, 1889 in Bergamo, died April 10, 1967 in Milan) was an Italian
mathematician. He introduced the Chisini mean in 1929. Hypothesis: Oscar Chisini died in 1967.

12
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Table 2
Examples of post-editing of the collected explanations.

Example1 Text: La polizia di Rio de Janeiro ha arrestato cinque uomini e ha recuperato arte
rubata per milioni di dollari all'inizio di questo mese, tra cui lavori di Salvador
Dali e Henri Matisse. La polizia ha recuperato tutta I'arte rubata eccetto due
sculture di ceramica cinese del 7° secolo e una collezione di argenteria.
Hypothesis: Milioni di dollari d’arte sono stati recuperati, tra cui lavori di Dali.
Entailment: YES

Original Explanation: Non c’¢ evidenza che tra arte rubata c’erano i lavori di
Dali.

Edited Explanation: Se la polizia di Rio de Janeiro ha recuperato arte rubata per
milioni di dollari, tra cui lavori di Salvador Dali, significa che milioni di dollari
d’arte sono stati recuperati, tra cui lavori di Dali.

Example 2  Text: Tra marzo e giugno, gli osservatori scientifici dicono che vengono uccise
pitt di 300.000 foche. In Canada la caccia alle foche significa lavoro, ma gli
oppositori affermano che e crudele e che mette a rischio d’estinzione la specie,
minacciata anche dal riscaldamento globale.

Hypothesis: La caccia mette a rischio d’estinzione le specie delle foche.
Entailment: YES

Original Explanation: Se le foche non venissero cacciate, la loro specie non
sarebbe a rischio.

Edited Explanation: Se & vero che la caccia alle foche & crudele e mette a rischio
d’estinzione la specie, allora & vero che la caccia metta a rischio d’estinzione la
specie delle foche.

Example 3 Text: Basandosi su uno studio mondiale [...] gli epidemiologi [...] dimostrano
che il fumo & la causa principale degli incendi e delle morti per incendi nel
mondo.

Hypothesis: Gli incendi domestici sono una causa importante delle morti da
incendio.

Entailment: UNKNOWN
Original Explanation: Il fumo ¢ la causa principale degli incendi domestici.

Edited Explanation: Il fumo ¢ la causa principale degli incendi e delle morti per
incendio, ma non ¢ specificato se un’altra causa importante di morti da incendio
siano proprio gli incendi domestici.

The string within stars ** (the year of death) was missing from the Italian dataset but was
present in the original English RTE-3 dataset. This information was essential to infer the
entailment relationship, and was re-introduced by checking the original English version
and restoring the original label.

Moreover, the Italian RTE-3 dataset, as reported in the description’, changed the
original label (from "YES" entailment, to "NO": contradiction) in 15 pairs, creating a
mismatch with the English dataset. To ensure comparability, we decided to restore
the original label provided by the English dataset, as our annotators were still able to
express an alternative label in case they did not agree with it.

9 The original RTE 3 Italian dataset description can be found at https:
//nlplab.fbk.eu/tools—and-resources/lexical-resources—-and-corpora/rte-3-ita

13
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Within the 15 restored labels, annotators expressed an alternative to the original
label only in the development set, where they provided an alternative label "NO" in
pairs 51, 490, 549, and a label "UNKNOWN" in pair 604. In all other cases, they agreed
with the original, restored label. For these reasons, the e-RTE-3-it dataset can also be
regarded as an emended, manually curated version of the original RTE-3-it dataset.

5. Dataset Description and Analysis

The final dataset comprises 1600 text-hypothesis pairs, maintaining two dev/test splits
of 800 pairs each. Each pair inherits the original dataset’s attributes (pair’s ID, entail-
ment relation, original task and length) and is complemented with additional annota-
tions layers, specifically one explanation for the original label and a confidence score
for each pair, and alternative labels with their respective explanations and confidence
scores for about 9% of the cases. In Figure 2, we provide a snippet from the test set (and
its translation on the right side), exemplifying alternative labels and explanations.

Figure 2
Example for the e-RTE-3-it dataset, with explanations, confidence scores and alternative label.

Table 3

Statistics for the enriched e-RTE-3-it dataset. Number of labels are in absolute values, confidence
values are averaged over all pairs on a scale from 1 to 5. "New labels from" indicate times when
the original label (row) was changed, and to which label (column).

Total/Average Entailment Contradiction Neutrality

Original label 1600 800 150 650
New labels in (a) 147 48 62 37
New labels from entailment 41 - 10 31
New labels from contradiction 6 0 - 6
New labels from neutrality 100 48 52 -
Confidence (mean) in (e) 4.00 417 4.03 3.81
Confidence (mean) in {e)w/o (a) 4.01 4.24 4.05 391
Confidence (mean) in (e)with (a) 3.14 2.78 3.33 3.28
Confidence (mean) in (a) 3.48 3.35 3.47 3.65

14
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5.1 Subjectivity in RTE: Alternative Labels

Table 3 reports a detailed description of the dataset’s annotation. The original labels
in the dataset exhibit a distribution of 50% “entailment’, 10% ’contradiction’, and 40%
‘neutrality’. If we consider disagreements from the original label (147 pairs) as per
our annotation, we observe an increase of the contradiction relationship to 13% and
a decrease to 37% of the neutrality label. As an example, consider the following:

Text: Finora non ci sono segnalazioni di qualche parente che abbia reclamato i corpi dei quattro
uomini delle forze armate che sono presumibilmente morti quando I'aereo si schianto.
Hypothesis: Quattro uomini delle forze armate morirono in uno schianto aereo.'®

The original label in the Italian RTE-3 dataset was "YES’. However, an annotator dis-
agreed and assigned the alternative label 'NO’, explaining: Affermando che quattro uomini
delle forze armate sono presumibilmente morti quando I'aereo si schianto, si manifesta una man-
cata certezza totale dell episodio.'! The annotator rated their confidence in this explanation
as 4.

We observed that among the cases where annotators disagreed with the original
label, the most frequent changes were from the "neutrality" label ' UNKNOWN' to either
"contradiction" ('NO’, 52 changes) or to "entailment" ("YES’, 48). Upon examining the
explanations provided for these revised labels, a common theme emerged: they often
stated that the interpretation of the hypothesis needed to assign the original neutrality
label was too narrow, and did not match with commonsense reasoning and inferences
commonly made in discourse.

For example, in a case when an annotator changed the label from neutrality to
entailment, 't" and 'h’ stated that:

Text: [...] Michael Howard non riusci a scalzare il Governo Laburista, sebbene i Conservatori
avessero guadagnato 33 seggi.
Hypothesis: i Conservatori ottennero 33 seggi” .12

Here, the usual interpretation would be that they obtained at least, and not exactly 33

seats, explaining that Guadagnare in questo caso ¢ sinonimo di ottenere'>.

In another case when the annotator changed the label from "UNKNOWN" to "NO"
with confidence 4, 't and 'h’ stated:

Text: I proprietari di Phinda, I’Ente per la Conservazione con base in Sud Africa, non avrebbero
potuto pagare per una pubblicita migliore per la loro filosofia di tutela della natura: un approccio
alla tutela basato sulle persone, che sta lentamente guadagnando terreno in Africa poiché le
riserve di caccia sono sempre piii minacciate dalle popolazioni locali affamate, povere e
arrabbiate.

Hypothesis: L'Ente per la Conservazione con base in Sud Africa minaccia la popolazione locale.
Explanation for new label "NO": L’Ente per la Conservazione con base in Sud Africa basa il

10 Text: There are no reports so far as to whether any relatives have claimed the bodies of the four military
men who were reportedly killed when the plane crashed. Hypothesis: Four military men died in a plane
crash.

11 Claiming that four military men allegedly died when the plane crashed manifests a lack of certainty
about the incident.

12 Text: [...] Michael Howard failed to unseat the Labour Government, although the Conservatives did gain
33 seats. Hypothesis: In the May 2005 general election Conservatives got 33 seats.

13 In this case gain is a synonym for obtain.
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suo rapporto di tutuela sulle persone, sulle popolazioni povere e affamate, quindi aiutandole non
minacciandole.*

Cases like these underline the subtleties involved in the inference process, and how
tightly it connects to the interpretation of words in context, which may also be in-
fluenced by some level of subjectivity, an observation that paves the way for further
investigation.

5.2 Uncertainty in RTE: Confidence Judgements

As can be seen in Table 3, the confidence scores assigned by annotators to explanations
were generally high, with a mean score of <e> of 4 on a 5-point Likert scale and the
highest score being given to the entailment label. However, when annotators disagreed
with the original label (and an alternative label was given) the mean confidence score
for <e> decreased to 3.14 and the entailment label became the label with the lowest
score (2.78). When an alternative label is expressed, the mean confidence in <a> (3.48) is
higher than confidence in <e> (3.14). However, if we consider overall confidence, scores
for <a> are lower than those of <e>, indicating that while annotators felt confident in
their judgements when they agreed with the label, cases involving label revision posed
more challenges and involved a higher degree of uncertainty.

5.3 Properties of Explanations: Lexical Variety

We were also interested in the lexical variety of both the original sentences and the
collected explanations. As displayed in Table 4, we notice that while the overall mean
type/token ratio for each sentence is very high, indicating that few words are repeated
in the same sentence, if we look at the lexical overlap between the various components,
we notice a low overlap of the alternative-label explanation and the fields, which seems
to indicate that the alternative explanations introduce new information compared to the
input. The high overlap from ’e’ to 'h’ seems to indicate that original-label explanations
rely on information that is in the hypothesis more than the explanations for the alter-
native label. This preliminary analysis encourages us to further look into the properties
of explanations, in order to understand how different explanations, carrying different
information, interact with the input and with explanation label-predictive power (see
Section 6).

6. Explanations in Practice: Experiments and Baselines

One of the straightforward applications of our dataset is explanation generation, where
human-written explanations usually represent the “reference”.

One way to indirectly evaluate explanation quality is simulatability (Hase et al. 2020),
i.e., the delta between the performance of a model without the explanation and the

14 Text: The owners of Phinda, the South African-based Conservation Corporation, could not have paid for
a better advertisement for their philosophy of wildlife conservation: a people-based approach to
conservation, which is slowly gaining ground in Africa as game reserves come under ever greater threat
from hungry, poor and angry local populations. Hypothesis: The South African-based Conservation
Corporation threatens the local population. Explanation for new label "NO": The South African-based
Conservation Corporation bases its conservation approach on people, on poor and hungry people,
therefore helping them, and not threatening them.
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Table 4

Lexical variety in the dataset. The lexical overlapping is calculated by taking the word types of
the element in the row also present in the element in the column, divided by the number of types
of the element in the row.

mean length t h e a
length (tokens) 34 9 22 23
length (types) 30 9 19 20

types/tokens ratio 0.9 099 088 0.89
lexical overlapping t h e a

t 1.000 0726 0.665 0.764

h 0220 1.000 0421 0.530

e 0.38 0813 1.000 0.769

a 008 0188 0.141 1.000

performance of the same model using the explanation. This section reports baseline
experiments conducted on our dataset to study the effects of explanations on model
predictions.

For our experiments we use two multilingual SOTA LLMs: GPT-3.5 (OpenAl 2023)
and Mistral 8x7b (Jiang et al. 2024). Firstly, we prompt the language models to solve the
RTE task on the test set without any additional information, and evaluate their accuracy
(no-exp setting). Secondly, we provide the model with either the explanation for the
original label or that for the alternative label (human) by inserting it into the prompt as
a “hint” for the model to predict the label, to see if they help the models increase their
prediction accuracy. To avoid that explanation effectiveness be biased by explanations
that simply suggest the answer without really explaining, we substitute any direct
reference to the labels with a placeholder (XXX). Moreover, to check that the results
are not simply due to a larger size of the input text, we also define another baseline
(dummy), where instead of an actual explanation we inject a copy of the hypothesis as
hint, which does not add any new information.

We report results in Table 6 considering three subsets: 1. the instances where no
alternative label was expressed; 2. the subset with alternative labels where the original
explanation was injected, and results are evaluated on the original label; 3. the subset
with alternative labels where the alternative explanation was injected, and results are
evaluated on the original label.

Results suggest that, while non informative explanations (dummy) can hurt per-
formance, using quality explanations (human) positively affects predictions, with Mis-
tral benefiting most of explanation injection. This is confirmed by the experiments
on the subset with alternative labels, showing even stronger influence for Mistral of
explanation injection compared to baselines, where figures are lower than the original-
label subset, confirming that the subset featuring alternative explanations is indeed a
particularly challenging one. GPT-3.5, on the other hand, seems to be less sensitive to
explanations, having positive but weaker gains after explanation injection.

7. Conclusions and Future Work

In this paper, we presented the e-RTE-3-it dataset, an enriched and emended version of
the Italian RTE-3 dataset featuring human-written explanations for each label, the level
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Table 5
Effects of explanation injection on accuracy on test sets of the two models.

MODEL no-exp dummy human

No alternative explanation GPT-3.5 63 58 65

P Mistral 8x7b 73 64 86
Original explanation - GPT-3.5 44 44 54
evaluated on original label Mistral 8x7b 54 52 86
Alternative explanation - GPT-3.5 40 42 56
evaluated on alternative label Mistral 8x7b 36 36 82

of confidence in writing the explanation, and an optional layer of alternative labels,
explanations and confidence scores. The insights derived from the 'e-RTE-3-it" dataset
pave the way for multifaceted research directions. The provided explanations can serve
as a gold standard for training models to generate human-like explanations. Further,
the alternative labels and explanations open avenues for investigating the subjectivity
in language understanding. The rich layers of the dataset also allow for the study of
correlation between the original and alternative labels, the confidence score, and the
degree of disagreement among annotators. Future work includes utilising the data to
develop models capable of providing explanations for their entailment decisions and
conducting a deeper analysis into the dynamics of subjectivity in the entailment task.
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