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Evaluation of event plausibility recognition

in Large (Vision)-Language Models

Maria Cassese⇤
Università di Pisa

Alessandro Bondielli⇤⇤
Università di Pisa

Alessandro Lenci†
Università di Pisa

Transformer-based Language Models (LMs) achieve outstanding performances in various tasks
but still exhibit limitations in recognizing common world events (GEK), particularly when they
require referential information or real-world experience. Assuming that visual knowledge in
vision-language models (VLMs) provides additional referential information, this paper tests their
ability to leverage implicit event knowledge to acquire robust and generalizable representations
of agent-patient interactions, assessing their capacity to distinguish between plausible and
implausible events. The analysis was conducted on models of varying sizes and architectures.

In the evaluation, the performance of unimodal and multimodal models of various sizes was
compared using the task of recognizing the plausibility of minimal sentence pairs. Our analysis
suggests several findings: 1) decoder-only models tend to outperform encoder-only ones; 2) the
model size has a minor impact: although larger models perform better in absolute terms, the
differences between 7B and 13B parameter models are not significant for this particular task; 3)
while smaller encoder-only VLMs consistently fall short of their LLM counterpart, larger ones
have similar or slightly superior performance; 4) all models have lower performance on the more
challenging sentences; 5) adding corresponding images to the textual stimuli affects the accuracy
levels of some models. These findings open avenues for further analyses of the inner workings of
VLMs and their ability to model event knowledge with and without visual inputs.

1. Introduction

Human linguistic knowledge develops alongside daily interactions with entities and
objects of the external world. When we read or hear a word, along with its core mean-
ing, information related to verb selection preferences or typical event participants is
activated. This type of knowledge allows us to immediately recognize that the event "A
cop arrested a thief" is plausible, while "A thief arrested a cop" is unlikely, and "A stone
arrested a thief" is impossible. Expectations regarding the prosecution of a sentence are
dynamically updated. For example, imagine reading the sequence "The boss". Depend-
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ing on whether the next verb is "fired" or "approved", our minds envision two different
scenarios and dynamically adjust these expectations (Matsuki et al. 2011).

The ability to predict the likelihood of events derives from the direct and indirect
experience of the world and its events, through which humans form an abstract proto-
typical representation called generalized event knowledge (GEK) (McRae and Matsuki
2009), based on which we classify new combinations of topics as typical or atypical.

This representation is inherently multimodal, constructed by processing textual,
visual, and auditory information (Baltrušaitis, Ahuja, and Morency 2018).

The acquisition of GEK in language models trained on large text corpora is limited
by the so-called reporting bias. This bias implies that in both written and oral communi-
cation, uncommon events are more frequently mentioned than common ones (Gordon
and Van Durme 2013). Transformer-based language models (Vaswani et al. 2017) have
been shown to only partially acquire GEK compared to humans (Pedinotti et al. 2021;
Kauf et al. 2022).

In our previous work (Cassese, Bondielli, and Lenci 2023), the initial assumption
was that the complementary information possessed by vision-language models would
improve their capability to represent the plausibility of events (Bruni et al. 2012). Con-
trary to expectations, analyses showed that vision-language encoder-only models such
as VisualBERT and FLAVA perform comparably to BERT and RoBERTa. Specifically, it
was found that the VLMs did not accurately interpret compositional information when
the word order in a sentence was altered, instead behaving like bag-of-words models.
Given these findings, the present study examines the impact of architecture and model
size by utilizing decoder-only models with billions of parameters. The new models eval-
uated are LLAVA-Mistral, LLAVA-Vicuna, and their corresponding unimodal versions,
Mistral-Instruct and Vicuna.

All the models sampled are open-weight models taken from Huggingface 1 consid-
ering the following aspects: first, we have taken into account encoder-only vs. decoder-
only models; second, we considered LLMs with a corresponding open-weight VLM
based on it; third, we considered the parameter size of decoder only LLMs and VLMs.

The chosen models were evaluated on three datasets consisting of pairs of sentences
distinguished by plausibility and argument animacy (in Table 1, detailed data regarding
the utilized datasets are presented). As shown in fig. 1, the employed datasets have
three different levels of difficulty. The EventsAdapt dataset consists of two subsets: i)
the first subset contains pairs of sentences where the implausible sentence is impossible
(EventsAdapt Animate Inanimate); ii) the second subset features pairs of sentences
where the implausible sentence is unlikely but not impossible (EventsAdapt Animate
Animate); iii) lastly, the DTFit dataset includes pairs of sentences that exhibit varying
degrees of prototypicality, despite both being likely.

As previously done in (Cassese, Bondielli, and Lenci 2023), the capabilities of the
models were also evaluated on subsets of concrete and abstract sentences to assess the
performance of VLMs with respect to the concreteness dimension. Finally, the VLMs
were tested on a smaller dataset comprising both images and texts to assess the impact
of incorporating visual input on performance.

Our analysis reveals the following. First, we see that decoder-only models gener-
ally outperform encoder-only ones (in this comparison, the models’ size has not been
taken into account). Second, model size is relevant only partially. While larger models
perform better in absolute terms, the differences between 7B and 13B parameter models

1 https://huggingface.co
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Table 1

Datasets sentence examples: the animacy of the event participants is specified in parenthesis
(AnIn = animate agent, inanimate patient; AnAn = animate agent, animate patient.

Dataset Plausible? Concreteness Example

EventsAdapt

(AnAn, unlikely) Yes Concrete The nanny tutored the boy.
No The boy tutored the nanny.
Yes Abstract The boss fired the worker.
No The worker fired the boss.

EventsAdapt

(AnIn, impossible) Yes Concrete The secretary organized the desk.
No The desk organized the secretary.
Yes Abstract The raider caught the illness.
No The illness caught the raider.

DTFit

(AnIn, unlikely) Yes Concrete The barber cut the hair.
No The barber cut the cake.
Yes Abstract The priest promised the salvation.
No The priest promised the promotion.

EventsRev

(AnAn, unlikely) Yes Concrete The cop is arresting the criminal.
No The criminal is arresting the cop.

appear to be negligible on the chosen task. Third, while smaller encoder-only VLMs
are consistently outperformed by their LLM counterparts, larger ones perform on par
or slightly better than LLMs on the task. Fourth, we show that all models continue to
exhibit lower performance on the more challenging sentences. These findings are partly
in line with previous works (Cassese, Bondielli, and Lenci 2023), but provide further
indications on the behavior of VLMs and highlight the increased effectiveness of state-
of-the-art VLMs in properly modeling linguistic knowledge. Finally, we consider two
hypotheses for understanding whether including images is beneficial for the models’
ability to understand and process their input.

The structure of this paper is the following: In Section 2 there is a review of related
work. Then, Section 3 describes the datasets (Sec. 3.1), the tested models (Sec. 3.2), and
the evaluation procedure (Sec. 3.3). The results are presented and discussed in Section
4, and, finally, the conclusions in Section 5.

2. Related Work

The idea of creating language and vision models originates from cognitive linguists’
theories emphasizing the importance of mental conceptualization and the anchoring of
meaning to extralinguistic entities (Miller and Charles 1991). George Miller and Walter
Charles synthesized these ideas with their contextual hypothesis, based on linguistic
use and inspired by Wittgenstein’s later work, asserting that language’s function can be
understood through its use in context (Wittgenstein 1953). In "Contextual Correlates of
Semantic Similarities," they define context as the set of conditions that govern word use,
suggesting that a word’s contextual representation is an abstract cognitive structure
derived from its encounters in linguistic contexts. This broader definition of context
includes both linguistic and extralinguistic information (Morris 1938). Marconi later
argues that using a word involves not only knowing its distributional constraints but

11
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Figure 1

Datasets are separated by difficulty level. The EventsAdapt Animate-Inanimate dataset contains
pairs of sentences where the implausible sentence is impossible, making the difference between
the two variants easier to recognize. The EventsAdapt Animate-Animate dataset has pairs of
sentences with both agent and patient being animate, so the implausible sentence is unlikely but
not impossible. Finally, in the DTFit Animate-Inanimate dataset, the implausible sentence is
created by replacing the typical patient with an atypical one, considering the context of the
sentence.

also understanding the properties and relationships of the objects it refers to, requiring
both inferential and referential competence (Marconi 1997). While inferential knowl-
edge can be partially extracted with distributional representations from textual input, it
is more difficult to do the same for referential knowledge. The use of visual information
in models is also justified by the need to introduce visual grounding that enhances
their knowledge and experience of the real world (Harnad 1990). In machine learning,
around 2010, the first vision-language models that unified the processing of images and
text were developed, based on the assumption that a common latent structure exists
between words and their visual representation (Feng and Lapata 2010).

The results obtained from the earliest models have strongly supported the mul-
timodal hypothesis, enhancing the semantic representation of concrete concepts and
properties (Bruni et al. 2012). However, they have proven to be less effective in rep-
resenting verbs, adjectives, and abstract concepts (Shekhar et al. 2017). Another more
recent work that studied the alignment between multimodal representations and hu-
man semantic intuitions is that of Pezzelle et al. (Pezzelle, Takmaz, and Fernández
2021). In this work, static word representations were obtained from the contextualized
representations learned by the models. In this case, it was observed that multimodal
representations are advantageous for the representation of concrete words, but not for
abstract ones.

As model training techniques for both visual (LeCun et al. 1998) and textual
(Sherstinsky 2020) data advance, along with the widespread use of transfer learning
methods, model capabilities have also advanced rapidly. The first visual transformer
(Dosovitskiy et al. 2021) arises from the intuition that an image can be partitioned into
sections and represented similarly to words, paving the way for the rapid development
of multimodal Transformer models.

12
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VLMs have demonstrated high performance on various multimodal tasks; however,
they still have limitations in modeling natural language understanding, especially in
cases where they need to encode abstract symbolic structures, such as in tasks where it
is necessary to combine units of meaning into larger units, a capability that language
models lack (Pavlick 2023). The visual grounding in VLMs is not sufficient to overcome
this limitation (Thrush et al. 2022). These models fail to recognize relationships, lack
sensitivity to the order of components in sentences or images, and make errors in
linking objects to their attributes. Standard retrieval tasks, such as image-text match-
ing, are successfully executed using shortcut strategies (Geirhos et al. 2020) that do
not incorporate composition and order information. This limitation is highlighted in
the analysis conducted in (Yuksekgonul et al. 2023), where the models’ relational and
attributional knowledge was assessed by identifying and isolating detailed subtypes of
compositions.

Building upon existing literature, this study contributes to elucidating the limita-
tions of VLMs in capturing compositionality while exploring the potential of LLMs in
enhancing semantic representation. To this end, the performance of VLMs and LLMs is
evaluated in a specific linguistic acceptability task: event plausibility recognition.

3. Experiments

We present a set of experiments spanning different datasets and models to assess
whether models are able to differentiate between plausible and implausible inputs.
We consider three different datasets composed of sentence pairs, where one item of
the pair is a plausible sentence and the other is not. In addition to this, one of the
datasets includes also visual stimuli depicting both sentences in the pair. We describe
the datasets and their degree of implausibility in Section 3.1. We consider a set of mod-
els that are representative of widespread open-weight model classes. We consider: i)
encoder-only and decoder-only models; ii) language-only models and vision-language
ones; iii) smaller and larger models in terms of parameters. Considered models are
described in Section 3.2. We evaluate all models via intrinsic metrics, i.e. Pseudo Log
Likelihood (PLL) for encoder-only models, and Perplexity (PPL) for decoder-only ones
(see Sec. 3.3). First, we feed the model sentence pairs from a dataset and assess whether
the PLL/PPL of the plausible sentence is lower than that of the implausible one. We
evaluate the results in light of the differences in plausibility of the various datasets.
We evaluate both LMs and VLMs. Note that in this case VLMs are fed only the textual
inputs. Second, we evaluate how including also corresponding visual stimuli affects the
different VLMs’ ability to recognize plausibility.

3.1 Dataset

For our experiments, we used three datasets that have also been tested in (Kauf et al.
2022). All the datasets consist of pairs of sentences categorized by plausibility, contain-
ing a plausible sentence Sp and its corresponding implausible version Si, obtained by
altering Sp. The sentences are minimal sequences composed of an agent, verb, and pa-
tient, describing transitive events. Each sentence pair was labeled according to human
plausibility judgment rated on a Likert scale from 1 to 7.

The datasets differ from each other in a few aspects:

EventsAdapt (Fedorenko et al. 2020). It contains 257 pairs of sentences, each of which
includes (i) a plausible sentence that describes a transitive event in the past tense

13
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(e.g., "The secretary organized the desk") and (ii) the implausible counterpart, ob-
tained by reversing the order of the noun phrases (e.g., "The desk organized the
secretary"). In the dataset, two distinct subsets of data are identified based on
the animacy of the patient. In the subset denoted as EventsAdaptAN�AN , both
the agent and the patient are animate (e.g., "The nanny tutored the boy"), while in
the subset labeled as EventsAdaptAN�IN , the agent of the plausible sentence is
animate while the patient is inanimate (e.g., "The raider caught the illness"). In this
second case, reversing the order of the agent and patient results in an impossible
sentence, violating the verb’s selection preferences (e.g., "The illness caught the
raider") (Table 1).

DTFit (Vassallo et al. 2018). It comprises 395 pairs of sentences describing a transitive
event in the past tense, distinguished by the typicality of the patient. Given the
plausible sentence, the implausible (i.e., atypical) one is obtained by replacing
the patient with a filler less typical for the sentence context (e.g., "The barber cut
the hair" vs "The barber cut the cake"). In this case, we have always an animate
agent that interacts with an inanimate patient. The changing factor is the degree of
typicality of the patient with respect to the verb-agent pair. For instance, the cake
is a typical patient for the cutting event but is less typical than cutting the hair
if the agent is a barber. Consequently, typicality is defined by the word content
rather than by the word order (Table 1).

EventsRev (Ivanova et al. 2021). It consists of 38 concrete sentences depicting transitive
events in the present progressive tense. Within this dataset, implausible sentences
are created by reversing the animate noun phrases (e.g., "The cat is chasing the
mouse" vs. "The mouse is chasing the cat")(Table 1).

Further analysis was conducted by dividing the sentences of DTFit and
EventsAdapt into subsets based on their level of concreteness, resulting in the subsets
DTFitabstr, DTFitconcr EventsAdaptabstr e EventsAdaptconcr. To achieve this catego-
rization, the concreteness level of the sentence was annotated progressively, starting
with the individual components (verb, agent, and patient), and subsequently determin-
ing the overall concreteness of the sentence.

3.2 Models

For model selection, we build from previous work (Cassese, Bondielli, and Lenci 2023)
and include several new models. Specifically, we included two widely popular decoder-
only LLMs, namely Mistral and Vicuna and their VLM counterparts based on the
LLAVA architecture (Liu et al. 2023). This allows us to understand whether current
trends in both LLMs and VLMs provide improvements over older encoder-only models.
In addition to this, we considered two size variants of the LLAVA-Vicuna model, i.e. the
7B (7 Billions parameters) and 13B (13 Billions parameters) variants, to investigate the
role of model size in this kind of task.

The models used in the experiments are described below:

VisualBERT (Li et al. 2019). VisualBERT takes as input a text and a set of regions identi-
fied by an R-CNN network in the input image, aligning the text and image regions
using self-attention. The visual and textual embeddings are then concatenated and
fed into a stack of transformer encoder layers, resulting in a joint representation. A
BERT model is employed to generate the textual representation. The VisualBERT
model has been tested on four tasks, including Visual Commonsense Reasoning
(VCR) (Zellers et al. 2019).

14
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FLAVA (Singh et al. 2021). The FLAVA model was developed to excel in both visual and
textual tasks independently, as well as in vision-language tasks. To this end, a set
of unimodal and multimodal pretraining objectives were defined, and the model
was tested on 35 tasks. The model independently extracts visual and textual rep-
resentations using dedicated encoders and then feeds these representations into a
multimodal encoder, where they are merged and cross-attention is computed.

Mistral-Instruct (Jiang et al. 2023). The Mistral model was trained using the same
strategy as the LLAMA model (Touvron et al. 2023), to achieve the best trade-off
between performance level and inference budget. Starting with the transformer
decoder architecture a series of modifications were made to improve the train-
ing stability and efficiency. Additionally, Mistral employs a technique known as
Sliding Window Attention, which reduces cache memory usage. The model was
instruction-tuned on tasks such as Commonsense Reasoning and World Knowledge
between the others. All the training data are publicly available. The model version
we used is that with 7 billion parameters, fine-tuned on instruction datasets.

Vicuna (Zheng et al. 2023) The Vicuna model is refined through instruction fine-tuning
of a LLAMA 13b model using reinforcement learning with human feedback
(RLHF). The fine-tuning data comprises 70,000 conversations shared by users on
ShareGPT (Chen et al. 2023). Enhancements include memory optimization and
cost reduction techniques and the ability to accurately adhere to instructions in
multi-turn dialogues. Evaluation of the chatbot’s performance involved identi-
fying eight question categories and collecting ten questions per category. The
responses from five chatbots — LLAMA, Alpaca (Taori et al. 2023), ChatGPT
(OpenAI 2023), Bard (Google 2023), and Vicuna — were compared, with Vicuna
demonstrating superior performance to LLAMA in 90% of cases.

LLAVA-Mistral (Liu et al. 2023). LLAVA is the first vision and language model to
employ an instruction-tuning approach. In its foundational version, instruction
tuning is accomplished by providing GPT with a prompt consisting of captions
and bounding boxes of objects in the image. This prompt aims to generate three
types of responses: a conversational exchange, a detailed description, and complex
reasoning. Given an input image, the pre-trained visual encoder CLIP extracts its
visual features. These features are subsequently converted into language embed-
ding tokens using a linear layer. The language embedding tokens have the same
dimensionality as the word embedding space of the language model used, in this
case, Mistral. The model training consists of two phases: during the first phase, the
weights of both the CLIP model and the textual model are frozen, and solely the
weights of the projection layer are fine-tuned. A fine-tuning phase follows, during
which the weights of the language model and the linear layer are trained, while
those of the CLIP model remain frozen.

LLAVA-Vicuna The LLAVA-Vicuna model has the same architecture as the previous
one, differing only in the employment of Vicuna as the language model.

Note that for the 7B and 13B models we used a 4-bit quantized version due to GPU
memory constraints.

3.3 Evaluation

In order to evaluate the model’s ability to recognize the plausibility of an event we
chose to use the perplexity of the models on plausible and implausible sentence pairs
and compare the results. The accuracy is then calculated as follows: if the model is

15



Italian Journal of Computational Linguistics Volume 10, Number 2

less perplexed by the plausible sentence, the result is considered correct. Otherwise,
the result is considered incorrect.

For bidirectional encoder-only models like BERT, VisualBERT, and FLAVA, the
pseudo-log-likelihood metric was employed (Salazar et al. 2020). It is computed as
the sum of the logarithmic probabilities of each token, considering the context of the
sentence. In this case, to mitigate the bias towards multi-token words, we applied an
additional mask that covers tokens of the same word located to the right of the target
token, as suggested in (Kauf et al. 2022). For decoder-only models, perplexity was
simply computed as the average exponential negative log-likelihood. To compare model
scores with human judgments expressed on a Likert scale, all values were normalized
using a min-max scaler function. Moreover, a plausibility score distribution analysis
was conducted to evaluate the similarity between scores for plausible and implausible
sentences and the models’ ability to distinguish between them. This analysis involves
calculating the Pearson correlation coefficient, where negative correlation values indi-
cate good performance. Furthermore, the density of the score distribution is assessed,
providing a graphical representation of the degree of overlap between scores for the
two classes.

4. Results and Discussion

The models’ performance has been evaluated using accuracy, with the results detailed
in Table 2 and Table 3.

Table 2

Textual models accuracy on the different datasets
Dataset Size Human BERT RoBERTa Mistral-Instr Vicuna

DTFit 395 0.99 0.86 0.89 0.93 0.92
EvAdan�in 128 1.00 0.93 0.95 0.99 0.95
EvAdan�an 129 0.95 0.78 0.78 0.75 0.77
EvRev 38 1.00 0.76 0.79 0.89 0.95

Table 3

Multimodal models accuracy on the different datasets
Dataset Size Human VisualBERT FLAVA LLAVA-Mistral LLAVA-Vicuna

DTFit 395 0.99 0.90 0.86 0.95 0.92
EvAdan�in 128 1.00 0.93 0.95 0.97 0.95
EvAdan�an 129 0.95 0.64 0.66 0.74 0.81

EvRev 38 1.00 0.76 0.79 0.92 0.95

Similar to the human judgments, the accuracy levels are higher for all models on the
EventsAdaptAN�IN dataset. Specifically, Mistral-Instruct achieves an accuracy of 0.99,
while the LLAVA-Mistral model achieves 0.97. The high accuracy levels suggest that
when the implausible sentence is impossible, the models can easily identify the concept
of event plausibility, thus reaching human-level performance. Moreover, concerning
this dataset, we can observe that the VLMs perform comparably with their textual
counterparts. On the EventsAdaptAN�AN dataset, where even humans exhibit lower
performance (human=0.95), all models perform considerably worse, although above
chance. In particular, the VLMs VisualBERT and FLAVA have significantly lower accu-
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Figure 2

Accuracy plot EventsAdaptAN�IN and EventsAdaptAN�AN

racy than the other multimodal models. The others exhibit accuracy levels that are very
similar to each other. For readability, we provide a bar chart comparing the accuracy of
all models on EventsAdaptAN�IN and EventsAdaptAN�AN in Figure 2.

To gain further insights into the models’ behavior, we include an analysis of the
data distribution: A density plot of models and human likelihood scores categorized
by plausibility (Fig. 3), and a plot showing the correlation of likelihood scores between
plausible and implausible sentences (Figs. 4 and 5).

The distribution is similar for both LLMs and VLMs regardless of their size. From
the correlation analysis, it’s evident that when humans can easily distinguish between
the two classes, such as when the implausible sentence violates verb selection prefer-
ences (AN-IN), the models assign relatively more distant scores to the two sentences
(fig. 4); however, when humans are more uncertain (AN-AN), the models tend to assign
very similar scores to the two sentences (Fig. 5).

The density analysis confirms this distribution trend (fig. 3). In AN-IN, there is a
clear separation in the distribution for human data and still a relatively clear separation
for the models, whereas in AN-AN, the distribution of human scores is less distinct and
that of the models shows nearly complete overlap. From the distribution observation,
it’s apparent that the models struggle to distinguish between plausible and implausible
events clearly, and even when assigning a higher likelihood value to the plausible
sentence, the difference between them is minimal.
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Figure 3

Density plot EventsAdaptAN�IN and EventsAdaptAN�AN

Figure 4

Correlation plot EventsAdaptAN�IN

Figure 5

Correlation plot EventsAdaptAN�AN

4.1 The impact of model size

Our comparison up to now has not taken into consideration the size of the model, but
stark differences exist among the models considered in the experiments. In order to
assess the impact of model size, we replicated the experiments on two variants of the
same VLM, namely LLaVA-Vicuna. We used the popular 7B and 13B variants. Results
are shown in Table 4. No clear trend in favor of the larger model can be identified. We
instead observe a variability depending on the dataset.

4.2 The role of concreteness

The level of concreteness of a linguistic element is associated with imageability, defined
as the ability of a word to evoke a mental image or sensory experience (Löhr 2024). To
define concreteness, we can consider a scale from 1 to 5, where 1 means "very difficult to
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Table 4

Accuracy comparison between LLAVA-Vicuna7b e LLAVA-Vicuna13b
Dataset Size Human LLAVA-Vicuna7b LLAVA-Vicuna13b

DTFit 395 0.99 0.92 0.94

EventsAdaptAN�IN 128 1.00 0.95 0.94
EventsAdaptAN�AN 129 0.95 0.81 0.80
EventsRev 38 1.00 0.95 0.89

imagine" and 5 means "very easy to imagine". Assuming that the degree of concreteness
of a sentence is determined by the concreteness of its individual components (Paivio
1971), we divided the sentences into concrete and abstract. First, we annotated the
agent, verb, and patient of each sentence with the labels "concrete" or "abstract," and
then we defined the degree of concreteness of the entire sentence. As a result, sentences
expressing abstract events that possessed a high level of imageability were categorized
as concrete. For example, the sentence "The priest celebrated the marriage" illustrates this
point.

Results are shown in Tables 5 and 6, while examples of concrete and abstract
sentences for the different datasets are shown in 1. The correlation analysis is instead
reported in Appendix 5. With just a few exceptions, VLMs do not show a better ability
to deal with concrete events than abstract ones, and textual models address concrete
sentences similarly or better than VLMs, contra the Dual Coding theory.

Table 5

Textual models accuracy on DTFit and EventsAdapt sentences distinguished by concreteness
Dataset Size Human BERT RoBERTa Mistral-Instr Vicuna

DTFit_concr 350 0.99 0.85 0.90 0.90 0.92

DTFit_abstract 45 0.99 0.90 0.87 0.95 0.95

EventsAdapt_concrAN�IN 97 1 0.95 0.95 1 0.95
EventsAdapt_abstrAN�IN 31 1 0.87 0.94 0.97 0.94
EventsAdapt_concrAN�AN 65 0.95 0.82 0.75 0.82 0.75
EventsAdapt_abstrAN�AN 64 0.94 0.75 0.80 0.67 0.73

Table 6

Multimodal models accuracy on DTFit and EventsAdapt sentences distinguished by
concreteness
Dataset Size Human VisualBERT FLAVA LLAVA-Mistral LLAVA-Vicuna

DTFit_concr 350 0.99 0.90 0.86 0.94 0.92
DTFit_abstract 45 0.99 0.92 0.92 0.97 0.97

EventsAdapt_concrAN�IN 97 1 0.94 0.95 0.98 0.95
EventsAdapt_abstrAN�IN 31 1 0.90 0.97 0.94 0.97

EventsAdapt_concrAN�AN 65 0.96 0.70 0.67 0.82 0.82

EventsAdapt_abstrAN�AN 64 0.94 0.56 0.62 0.66 0.78
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4.3 The role of visual inputs

In order to evaluate the performances of VLMs on multi-modal stimuli (i.e., images
+ texts), we use the EventsRev dataset. Recall that each sentence is associated with
an image depicting what is described in the sentence. All images are black-and-white
sketches with the same style. Previous works indicated that encoder-only VLMs gen-
erally underperformed on the specific dataset, and did not highlight specific trends
in performances with or without including the images as inputs (Cassese, Bondielli,
and Lenci 2023). Accuracy values were generally lower than those obtained on other
datasets, and the inclusion of images affected them only for one of the tested models.
Here we include additional decoder-only models in the experimentation. We start from
the following assumption. If the model is properly encoding the information contained
in the image and the text, we would expect scores for plausible sentences to remain
rather similar with or without the image, and scores for implausible ones to change
as grounding the sentence with the related image would make the situation described
in the following tokens less implausible. This would be reflected, in our proxy-task, in
higher accuracies on the text-only task, and significantly lower values for the text+image
task, as both sentences have more similar PPL/PLL values. Recall in fact how the
accuracy is computed: we consider a sentence pair (Sp, Si) to be correctly modeled if
PLL(Si) < PLL(Sp) (or PPL(Si) < PPL(Sp)), that is the model consider the plausible
sentence as more likely than the implausible one.

As shown in Table 7, the accuracy values for the text-only task are significantly
lower in encoder-only models than in decoder-only ones. As for the text+image task, the
performances either remained unchanged (for the FLAVA model) or were lower than
if using text alone. In the case of LLAVA-Vicuna, the decrease in performance is quite
significant, with a reduction of up to 16 percentage points. To further examine this issue,
we consider how the distribution of PPL/PLL values changes by including the images
in the inputs. Results for LLAVA-Vicuna are shown in Figures 6 and 7. Other models are
reported in Appendix 5. We see that including images in the input slightly decreases the
difference between mean values and consistently increases in-group standard deviation,
thus making the two distributions more similar. We show this in the example in Figure
8, in which we report one of the stimuli and the PPL scores for LLAVA-Mistral with and
without including the corresponding picture in the input.

Table 7

Accuracy of VLMs on EventsRev with (t+ i) and without (t) images in the input.
Dataset VisualBERT FLAVA LLAVA-Mistral LLAVA-Vicuna

EventsRevt 0.76 0.79 0.92 0.95

EventsRevt+i 0.61 0.79 0.84 0.79

Hypotheses for these outcomes are further discussed in Section 4.5.

4.4 Error Analysis

To determine if there are differences in the types of errors made by different models and
the extent to which these errors are due to violations of plausibility, isolated analyses
were performed. These analyses considered a) only the sentences that all models got
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Figure 6

PPL values distribution for plausible and
implausible sentences using LLAVA-Vicuna
without images in the input.

Figure 7

PPL values distribution for plausible and
implausible sentences using LLAVA-Vicuna
with images in the input.

Figure 8

Comparison of PPL scores for a sentence pair with and without including the corresponding
image as input.

wrong; b) those that only the multimodal model got wrong; and c) those that only the
unimodal models got wrong. The analyses were repeated across all datasets.

4.4.1 EventsAdapt

On the EventsAdapt dataset, all models achieve very high performance for the Animate-
Inanimate subset, resulting in very few errors. In this case, it is observed that the pairs of
similar unimodal and multimodal models (BERT and VisualBERT, LLAVA-Mistral and
Mistral, LLAVA-Vicuna and Vicuna) tend to make errors in the same sentences. How-
ever, the multimodal models make a few more mistakes compared to their unimodal
counterparts.

In the accuracy analyses, it was observed that the human accuracy rate for the
Animate-Animate subset of EventsAdapt is 0.95. This indicates that there are sentence
pairs where the atypical sentence is assigned a higher score than the typical one, leading
to a negative difference in human scores between the two sentences. Models also tend
to make mistakes in these sentences, as exemplified by the following pair: "The reviewer
criticized the right-winger", "The right-winger criticized the reviewer", for which the human
score difference was -0.04. Besides these, there are also sentences where the difference
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in the average score assigned by humans is positive, but very low ( 0.10) ("The genius
shocked the cousin.", "The cousin shocked the genius"). For these instances, we observe
two key characteristics: first, determining which scenario is more likely is challenging
without context; second, these situations are not prototypical, making it difficult to
discern which scenario is more plausible.

The cases where humans exhibit high confidence in assigning different scores to
the two sentences, while the models make errors, are particularly interesting. In these
cases, we observe that the more models share similar architectures and components
(for example, the same language model), the more similar their performance tends to
be. In general, models tend to make more mistakes with sentences that denote less
prototypical events, have low imaginability, and are more abstract. For example, all
multimodal models fail to categorize the sentence "the environmentalist warned the tobac-
conist". In this case, the association between "environmentalist"and "tobacconist" is weak,
whereas it would have been more typical if we had "smoker" instead of "tobacconist".
Additionally, the verb "to warn" makes the sentence abstract and more difficult to
imagine. However, a clear difference in behavior between unimodal and multimodal
models cannot be established. Indeed, the sets of sentences incorrectly predicted solely
by unimodal models and those solely by multimodal models are empty. In contrast, the
error distributions for the models BERT, RoBERTa, VisualBERT, and FLAVA overlap, as
do those for the models Vicuna, Mistral, llava-Vicuna, and llava-Mistral. Consequently,
the error distribution of the models on this specific task depends more on the language
model architecture and the training procedure used than on the interaction between the
unimodal and multimodal components.

4.4.2 DTFit

In the DTFit dataset, a common error is failing to recognize the typical sentence among
two plausible variants, as seen with the pair "The guest held the drink" (typical) and
"The guest held the camera" (atypical). In such cases, the strength of the verb-patient
association is crucial: for instance, when considering the verb "to sign", the phrase "to
sign the agreement" is more intuitively associated than "to sign the paint". This could cause
the model to choose the implausible sentence "The painter signed the agreement" instead
of the plausible sentence "The painter signed the paint". No specific errors related to a
particular category of models were identified.

4.4.3 Error distinguished by concreteness

To accurately interpret the results obtained from concrete and abstract sentences, it
is important to consider two factors: the ratio of concrete to abstract sentences across
different datasets and the method used to categorize them.

In the DTFit dataset, the number of abstract sentences is significantly lower than
that of concrete sentences, with a ratio of approximately 13 abstract sentences for every
100 concrete ones. Consequently, the fact that all models except RoBERTa perform better
on abstract sentences may be influenced by the disparity in dataset sizes. The same
occurs in the EventsAdapt Animate-Inanimate dataset, although to a lesser extent. It is
more interesting to observe the results in the EventsAdapt Animate-Animate dataset,
where the distribution of concrete and abstract sentences is nearly equal (65 concrete
sentences and 64 abstract sentences). In this dataset, all models tend to achieve higher
accuracy on concrete sentences (tables 5, 6).

If we examine the sentences on which the models make errors, it becomes appar-
ent that the abstract sentences in the dataset often represent less prototypical events.
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Therefore, understanding which variant is more likely requires reasoning and abstrac-
tion abilities. For example, the sentence "The arsonist alarmed the vendor" is difficult to
interpret without context. When we read it, we might imagine various scenarios, such
as a threat, an ongoing fire, or behavior that alarms the vendor. In contrast, a concrete
sentence like "The zookeeper fed the giraffe" is much easier to interpret.

Ultimately, it is observed that the disparity in dataset sizes impacts model accuracy,
obscuring the inherent difficulty models face with abstract sentences.

4.4.4 EventsRev: Error analysis in multimodal models with and without images

The EventsRev dataset contains only concrete sentences that describe prototypical
events. Consequently, there are no specific patterns in the types of errors made by the
models. However, some observations can be made. Let’s examine models with similar
architectures to identify any recurring patterns. Notably, the BERT and the VisualBERT
models with only textual input almost always make the same mistakes in the same
sentences. When visual input is added to VisualBERT, some errors remain common with
the previous results, but new errors emerge.

Regarding large models, it is observed that the Mistral and Vicuna models, as well
as the LLAVA-Mistral and LLAVA-Vicuna with only textual input, rarely make errors.
However, when visual input is added to the multimodal models, the errors double in
the LLAVA-Mistral model and quadruple in the LLAVA-Vicuna model (table 7).

In conclusion, we can say that all the models tend to increase the number of errors
when visual input is added.

4.5 Discussion

The results of the experiments provide us with some interesting insights, especially in
light of what was already found in (Cassese, Bondielli, and Lenci 2023).

First, we observe a significant difference in the behavior of encoder-only and
decoder-only models. While for VLMs based on encoder-only LLMs, the performances
are consistently inferior to the text-only counterparts, the same cannot be said for
more modern decoder-only based models. In fact, we observe that in the latter case,
VLMs performances are on par or better than those of the LLM counterpart on the
text-only task. This is also independent of the LLM performances: we do not observe
a linear relationship between LLM performances and its VLM version. This finding
compared with previous results (Cassese, Bondielli, and Lenci 2023), suggests that more
modern models exhibit a different behavior as they are better equipped to solve the
task. This may be an indication that these models behave less as bag-of-words models
if compared to older, encoder-only based models. This may be because a current trend
in the literature consists of using a frozen image encoder and a strong pre-trained LLM
as the basis for generative VLMs. Decoupling the training of text and image encoders
during training may thus partly prevent the LLM from being influenced to a bag-of-
words behavior as seen for encoder-only models (Cassese, Bondielli, and Lenci 2023).
On the other hand, it is worth emphasizing that VLMs never significantly outperform
textual LLMs, suggesting the limited added value provided by visual information over
linguistic ones in current models, at least in the task of event plausibility recognition.

Second, we observe that contrary to current trends in the literature, using larger
models does not appear to significantly change or consistently improve performances.
The 7B and 13B variants of LLAVA-Vicuna perform very similarly, with a difference
of a few points in favor of one or the other depending on the dataset 1. It would be
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interesting to further test this hypothesis on LLMs with bigger orders of magnitude of
parameters (e.g., 70-80B to 100-200B models).

Third, we observe how VLMs exhibit lower performance on the more challenging
sentences in the EventsAdaptAN�AN dataset, displaying reduced accuracy and a high
correlation between plausible and implausible sentences. This is consistent with previ-
ous findings (Kauf et al. 2022) and suggests that even the most recent models are still
not able to approximate human-level performances for all degrees of complexity of the
input.

Finally, we find some significant changes in performances when including also
the corresponding visual stimulus to the input. More specifically, performances either
remain the same (for FLAVA) or drastically decrease, especially for the otherwise best-
performing model, namely LLAVA-Vicuna. This finding is especially interesting as it
may be interpreted from two opposing perspectives. On the one hand, we could posit
that this suggests that VLMs still struggle to identify relationships between elements
and understand the action in an image. This trend would be further confirmed by the
high correlation between PLL/PPL scores for pairs of (Sp, Si) in VLMs, particularly
noticeable for sentences where the implausible sentence is generated by reversing the
order of the agent and patient in the sentence. This could be taken as a suggestion
that not only encoder-only models but also large decoder-only models like LLAVA,
continue to exhibit the same limitation in interpreting compositional information. We
could also argue that an unlikely event is not more likely if it is grounded by an image.
A human would probably consider the event of a princess kidnapping a pirate much
more unlikely than the opposite, even after directly witnessing it. The observed shift in
PPL values towards higher ones for implausible texts + images pairs would suggest that
the model does not reason in the same way, and thus is less effective at characterizing
the plausibility of an event.

On the other hand, however, this finding may be indicative of the positive impact of
including the images for the model’s global understanding in decoder-only models. As
mentioned in Section 4.3, we could hypothesize that more similar values of PPL/PLL
for a sentence pair may be precisely due to the images providing crucial context and
grounding to the model: implausible sentences could be considered as surprising for
the model as plausible ones by the model once it has been given the context in the form
of the image, actually depicting the implausible event; conversely, the same decrease
in PPL/PLL may not be observed for plausible sentences, for which the image may
not be as crucial for interpreting the text, as it is generally likely to begin with. Thus,
the PPL/PLL of implausible sentences and images may be slightly higher in some cases
than the respective plausible ones, lowering the accuracy. The box plot results presented
in 4.3 may be considered as preliminary evidence in favor of this hypothesis. This, in
addition to the better overall performances, would indicate that newer decoder-only
models are better able to model the contents of an image and relate it to its textual
context, and vice versa.

This may be an interesting finding that delves deeper into the problem of model-
ing multimodal aspects in VLMs and leaves the door open for further investigation.
However, we must point out that a relevant limitation of this analysis that prevents us
from deriving stronger conclusions is posed by the small sample size of the EventsRev
dataset, which includes only 38 samples. In order to better address this aspect, it is
crucial to further test both hypotheses by employing larger samples of data and different
metrics. The limited number of examples available for this analysis represents its main
limitation. Therefore, it will be necessary to construct a larger dataset to conduct more
in-depth analyses and achieve more robust and generalizable results.
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5. Conclusions

In this paper, we assessed language and vision-language models on identifying event
plausibility, including several dimensions of analysis in terms of models’ characteristics.
We evaluated the models on three different datasets of sentence pairs on the task of
deciding whether the plausible sentence in the pair is more likely than the implausible
one, using the perplexity of the model as a proxy metric. We experimented with different
model architectures and different model sizes. We provided an in-depth comparison
that takes into account three aspects: first, the concreteness of the stimuli; second,
whether the implausible stimulus in the pair actually violates verb selection preferences
or not (e.g., "a stone is arresting a thief" vs "a thief is arresting a cop"); third, we evaluated
the impact of including images corresponding to the stimulus in the input to VLMs.

Our findings are partly in line with previous works (Cassese, Bondielli, and Lenci
2023), but provide further indications on the behavior of VLMs and highlight the
increased effectiveness of state-of-the-art VLMs in properly modeling linguistic knowl-
edge. First, we see that newer models, generally based on a decoder-only architecture,
outperform encoder-only ones. Second, increasing the model size does not consistently
improve its performance. Third, we notice that contrary to (Cassese, Bondielli, and
Lenci 2023), state-of-the-art VLMs appear to be on par or slightly better than their
LLM counterparts, suggesting that the bag-of-words behavior exhibited by encoder-
only VLMs is less noticeable. Fourth, we observe a significant drop in performances,
in terms of selection accuracy of the more plausible sentence over the implausible one,
when including images in VLMs inputs. We hypothesize that this may be due to better
modeling of texts and images together: when the model is provided with a context (i.e.,
the image depicting the stimulus), it is less "surprised" by the implausible stimulus with
respect to considering text only, thus leading to a decrease in accuracy.

In future works, we intend to further investigate this latter finding, as it may shed
more light on the capabilities of decoder-only VLMs. We intend to do so by i.) con-
sidering larger datasets that allow us to provide stronger evidence of the hypothesis, ii.)
using alternative metrics to perplexity, and iii.) evaluating the extent to which providing
non-matching images affects the performances.
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Appendix A: Correlation of likelihood between plausible and implausible sentences

considering concreteness

Figure 1

EventsAdaptconcr
AN�AN unimodal models

Figure 2

EventsAdaptconcr
AN�AN multimodal models

Figure 3

DTFitconcr unimodal models
Figure 4

DTFitconcr multimodal models

Appendix B: Perplexity changes with image inputs

Figure 1

PPL values distribution for plausible and
implausible sentences using LLaVa-Mistral-7B
without images in the input.

Figure 2

PPL values distribution for plausible and
implausible sentences using LLaVa-Mistral-7B
with images in the input.
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Figure 3

PPL values distribution for plausible and
implausible sentences using VisualBERT
without images in the input.

Figure 4

PPL values distribution for plausible and
implausible sentences using VisualBERT with
images in the input.

Figure 5

PPL values distribution for plausible and
implausible sentences using FLAVA without
images in the input.

Figure 6

PPL values distribution for plausible and
implausible sentences using FLAVA with
images in the input.
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