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Geometric and Statistical Analysis of Emotions
and Topics in Corpora

Francesco Tarasconi ∗

CELI S.R.L.
Vittorio Di Tomaso ∗∗

CELI S.R.L.

NLP techniques can enrich unstructured textual data, detecting topics of interest and emotions.
The task of understanding emotional similarities between different topics is crucial, for example,
in analyzing the Social TV landscape. A measure of how much two audiences share the same
feelings is required, but also a sound and compact representation of these similarities. After
evaluating different multivariate approaches, we achieved these goals by applying Multiple
Correspondence Analysis (MCA) techniques to our data. In this paper we provide background
information and methodological reasons to our choice. MCA is especially suitable to ana-
lyze categorical data and detect the main contrasts among them: NLP-annotated data can
be transformed and adapted to this framework. We briefly introduce the semantic annotation
pipeline used in our study and provide examples of Social TV analysis, performed on Twitter
data collected between October 2013 and February 2014. The benefits of examining emotions
shared in social media using multivariate statistical techniques are highlighted: using additional
dimensions, instead of "simple" polarity of documents, allows to detect more subtle differences
in the reactions to certain shows.

1. Introduction

Classification of documents based on topics of interest is a popular NLP research area (see, for
example, Hamamoto et al. (2005)). Another important subject, especially in the context of Web
2.0 and social media, is the sentiment analysis, mainly meant to detect polarities of expressions
and opinions (Liu 2012). Sentiment Analysis (SA) is both a topic in natural language processing
which has been investigated for several years and a tool for social media monitoring which is
used in business services. A recent survey that explores the latest trends is Cambria (2013).
While the first attempts on English texts date back to the late 90s, SA on Italian texts is a more
recent area of research (probably the first scientific publication is Dini and Mazzini (2012)). A
sentiment analysis task which has seen less contributions, but of growing popularity, is the study
of emotions (Wiebe et al. 2005), which requires introducing and analyzing multiple variables
(appropriate "emotional dimensions") potentially correlated. This is especially important in the
study of the so-called Social TV (Cosenza 2012): people can share their TV experience with other
viewers on social media using smartphones and tablets. We define the empirical distribution of
different emotions among viewers of a specific TV show as its emotional profile. Comparing at
the same time the emotional profiles of several formats requires appropriate descriptive statistical
techniques. During the research we conducted, we evaluated and selected geometrical methods
that satisfy these requirements and provide an easy to understand and coherent representation of
the results. The methods we used can be applied to any dataset of documents classified based on

∗ Via San Quintino 31 - 10121 Torino, Italia. E-mail: tarasconi@celi.it.
∗∗ Via San Quintino 31 - 10121 Torino, Italia. E-mail: ditomaso@celi.it.
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topics and emotions; they also represent a potential tool for the quantitative analysis of any NLP
annotated data.
We used the BlogMeter platform1 to download and process textual contents from social networks
(Bolioli et al. 2013). Topics correspond to TV programs discussed on Twitter. Nine emotions are
detected: the basic six according to Ekman (1972) (anger, disgust, fear, joy, sadness, surprise),
love (a primary one in Parrot’s classification) and like/dislike expressions, quite common on
Twitter.
Topics and emotions are detected using a rule-based system. In the case of TV episodes, the
mention of a show or its characters in the context of a tweet is the most important factor in
assigning it to a specific topic. To improve precision in identifying posts connected to the Social
TV, the temporal range of analysis can be reduced to a set of windows centered around relevant
episodes.
We examined the emotional landscape of the Italian Social TV during December 2013, treating
each show as a different topic. The analysis evidenced a strong negative mood associated with
politics and the programs that tackled this subject. We then focused on two popular formats:
the music talent show X Factor and the competitive cooking show MasterChef. Each episode
was considered as a different topic. Whereas the progression of the season through emotional
phases (from selections to finals) was clearly visible in the case of X Factor, MasterChef was
much more erratic and strongly influenced by scripted events taking place in each episode. By
comparing directly X Factor and MasterChef in the same analysis, we concluded that the subject
of the show strongly influences the reactions of its viewers, in a way that goes beyond the simple
expression of positive/negative judgements. This supports the claim that the analysis of emotions
can provide additional information and detect deeper differences than polarity in the study of
social media.
The paper is organized as follows: section 2 describes the tools used for topic and emotion
detection, section 3 introduces the mathematical model used to analyze NLP-annotated data,
section 4 focuses on the choice of statistical methods adopted to represent and extract the most
relevant structures in our datasets and section 5 presents the case studies.
This research was originally presented in reduced form at CLiC 2014, the First Italian Conference
on Computational Linguistics.

2. A social media monitoring platform

The processing tools which we will describe are implemented in a social media monitoring
service called BlogMeter, operating since 2009. The monitoring process includes three main
phases:! Listening: thanks to purpose-developed data acquisition systems, the platform detects and

collects from the web potentially interesting data;! Understanding: a semantic engine is used to structure and classify the conversations in
accordance to the defined drivers (topics and entities mentioned in the texts, but also
emotions of interest);! Analysis: through the analysis platform the user can navigate the conversations in a
structured way, aggregate the drivers in one or more dashboards, discover unforeseen
trends in the concept clouds and drill down the data to read the messages inside their
original context.

1 www.blogmeter.it
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It is of particular interest for our research the understanding phase, which includes automatic
classification and sentiment analysis. It can be further divided into:! creation of a domain-based taxonomy (i.e. an ontology of topics such as brands, products

or people);! identification and automatic classification of relevant documents (according to the taxon-
omy);! polarity and emotion detection.

The monitored sources are typically user-generated media, such as blogs, forums, social net-
works, news groups, content sharing sites, sites of questions and answers (Q&A), reviews of
products / services, which are active in many countries and in different languages. The overall
number of sources is more than 500,000 blogs (of which approximately 70,000 active, with a
post in the last three months) and 700 gathering places (forums, newsgroups, Q&A sites, content
sharing platforms, social networks). This computation considers Facebook and Twitter as single
sources, but in fact, they are the largest collectors of conversations.

2.1 Semantic annotation pipeline

Documents extracted from the web in the form of unstructured information are made available
to the semantic annotation pipeline which analyzes and classifies them according to the domain-
based taxonomies defined for the client. The annotation pipeline uses the UIMA framework (the
Unstructured Information Management Architecture originally developed by IBM and now by
the Apache Software Foundation 2).
UIMA annotators enrich the documents in terms of linguistic information, recognition of entities
and concepts, identification of relations between concepts, entities and attitudes expressed in the
text (opinions, mood states and emotions). Some linguistic resources and annotators are common
to different application domains, while others are domain dependent. We will not describe here
the pipeline modules in details, and we will focus on the main linguistic resource used in the
sentiment analysis module, i.e. a concept-level sentiment lexicon for Italian.
The sentiment lexicon is used by the semantic annotator, which recognizes opinions and ex-
pressions of mood and emotions and associates them with the opinion targets. This component
operates both on the sentence level (in order to treat linguistic phenomena such as negation and
quantification) and on the document leve (in order to identify relations between elements that are
in different sentences).

2.2 A concept-level sentiment lexicon for Italian

In this section we describe the sentiment lexicon used by the semantic annotator, i.e. the reposi-
tory containing terms, concepts and patterns used in the sentiment annotation. Researchers have
been building sentiment lexica for many years, in particular for the English language, and a
review on recent results can be found for example in Cambria et al. (2013). The sentiment lexicon
for Italian contains about 10.000 entries (6.200 single words and 3.400 multi-word expressions).
Each entry has information about sentiment, i.e. polarity, emotions, and domain application
(therefore it is a contextualized sentiment lexicon). It has been created and updated during the
past three years, performing social media monitoring and SA in different application domains.
An important resource used in the creation of the lexicon is the WordNet-Affect project (Strap-
parava and Valitutti 2004).

2 UIMA Specifications: http://uima.apache.org/uima-specification.html
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One aspect worth mentioning is that the valence of many words can change in different contexts
and domains. The word "accuratezza" ("accuracy"), for example, has a default positive valence,
just as it is for "affare d’oro" ("to do a roaring trade"). On the contrary, "andare a casa" ("going
home") has no polarity in a neutral context, as long as it is not used in an area such as sentiment
on Sanremo Festival, where it means instead being eliminated from the singing competition.
Similarly, "truccato" ("to have make up on" or "to be rigged"), would not have negative polarity
if the domain was a fashion show. Instead, in the field of online games or betting, the perspective
changes.

2.3 Emotions

The interest for emotion detection in social media monitoring grew in 2011 after the publication
of a paper by Bollen et al. (2011), where the authors argued that the analysis of mood in Twitter
posts could be used to predict stock market movements up to 6 days in advance. In particular,
they identified "calmness" as the predictive mood dimension, within a set of 6 different mood
dimensions (happiness, kindness, alertness, sureness, vitality and calmness). The definition of
a set of basic (or primary) emotions is a debated topic, and the study and analysis of emotions
and their expression in texts obviously has a long tradition in philosophy and psychology (see
for example Galati (2002)). In NLP tasks, Ekman’s six basic emotions (anger, disgust, fear, joy,
sadness, surprise) have often been used (e.g. in Strapparava and Valitutti (2004)). The platform
we employed in our research adopts Ekman’s list of emotions and "love", which is a primary
emotion in Parrot’s classification. Considering expressions of "like" and "dislike" as "emotional"
was necessary to cover a large amount of social media documents, which clearly express a feeling
towards a subject being discussed, but not an emotion in the common sense.
A similar approach is described in Roberts et al. (2012).
An argument could be made against adding arbitrary variables to a pre-existing model of basic
emotions. However, from the perspective of an exploratory analysis of an unknown dataset, these
variables can better capture specific features in social network communication. The issue of
adding potentially correlated or even redundant variables is tackled in the dimension reduction
framework we will define and employ in the following sections.
The manual annotation of emotions in a reference Italian corpus would be a useful advance for
testing the accuracy of the automatic system.

2.4 Evaluation

The sentiment semantic annotator was partially evaluated on polarity classification of Twitter
messages (with a focus on politics), which was conducted using the Evalita 2014 SENTIPOLC
test set. As reported in Basile et al. (2014) it’s a collection of 1,935 tweets derived from existing
corpora: SENTI-TUT (Bosco et al. 2013) and TWITA (Basile and Nissim 2013).
We performed two runs of the analysis procedure: the first using only a generic lexicon, the
second using a lexicon enriched specifically for the political domain. Both are pre-existing
resources compared to the train and test set used for the SENTIPOLC task, which were not
included in the creation of the lexicons.
Precision P, recall R and F-score were computed for the positive and negative predicted fields,
separately for the different values that the field can assume (0 and 1). An average F-score
for positive and negative polarities was then computed to calculate the final F-score F for the
SENTIPOLC task. These metrics can be compared to the results achieved by the Evalita 2014
participants. Results for the CELI pipeline are given in Table 1. Our results are given for different
lexicons used (generic/political).
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Table 1
Precision, recall and F-score on the full test set, per class and combined

CELIgen CELIpol

precpos
0 0.7904 0.7944

recpos
0 0.8357 0.8533

Fpos
0 0.8124 0.8228

precpos
1 0.5419 0.5708

recpos
1 0.4674 0.4691

Fpos
1 0.5019 0.5150

Fpos 0.6572 0.6689
precneg0 0.6664 0.6920
recneg0 0.8643 0.8596
Fneg

0 0.7526 0.7667
precneg1 0.7401 0.7565
recneg1 0.4718 0.5328
Fneg

1 0.5762 0.6253
Fneg 0.6644 0.6960
combined F 0.6608 0.6824

3. Vector space model and dimension reduction

Let D be the initial data, a collection of mD documents. Let T be the set of nT distinct topics
and E the set of nE distinct emotions that the documents have been annotated with. Let n =
nT + nE . A document di ∈ D can be represented as a vector of 1s and 0s of length n, where entry
j indicates whether annotation j is assigned to the document or not. The document-annotation
matrix D is defined as the mD × n matrix of 1s and 0s, where row i corresponds to document
vector di, i = 1, . . . ,mD. For the rest of our analysis, we suppose all documents to be annotated
with at least one topic and one emotion. D can be seen as a block matrix:

DmD×n =
(
TmD×nT EmD×nE

)
,

where blocks T and E correspond to topic and emotion annotations.
The topic-emotion frequency matrix TE is obtained by multiplication of T with E:

TE = TTE,

thus (TE)ij is the number of co-occurrences of topic i and emotion j in the same document.
In the Social TV context, rows of TE represent emotional profiles of TV programs on Twitter.
From documents we can obtain emotional impressions which are (topic, emotion) pairs.
Let us consider, for example, the following document (tweet):

"@michele_bravi sono star felice che tu abbia vinto xfactor :), cavolo telo meriti anche io ci
vorrei andare ma ho paura :( ",

which can be loosely translated as
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"@michele_bravi I’m very happy that you won xfactor :), you really deserve it and I would like
to participate too but I’m scared :( ".

This document can be annotated with {topic = X Factor, emotion = fear, emotion = love}. When
represented as a vector, its non-zero entries correspond to X Factor, fear, love indices. It generates
distinct emotional impressions (X Factor, fear) and (X Factor, love).
Let J be the set of all mJ emotional impressions obtained from D. Then we can define, in a
manner similar to D, the corresponding impression-annotation matrix J, a mJ × n matrix of 0s
and 1s. J can be seen as a block matrix as well:

J =
(
TJ EJ

)
,

where blocks TJ and EJ correspond to topics and emotions of the impressions.
In our previous example, the emotional impression (X Factor, fear) can be represented as a vector
with only two non-zero entries: one corresponding to column X Factor in TJ and one to column
fear in EJ .
We can therefore represent documents or emotional impressions in a vector space of dimension
n and represent topics in a vector space of dimension nE . Our first idea was to study topics in the
space determined by emotional dimensions, thus obtaining emotional similarities from matrix
representation TE . These similarities can be defined using a distance between topic vectors or,
in a manner similar to information retrieval and Latent Semantic Indexing (LSI) (Manning et al.
2008), the corresponding cosine. Our first experiments highlighted the following requirements:
1. to reduce the importance of (potentially very different) topic absolute frequencies (e.g. using

cosine between topic vectors);

2. to reduce the importance of emotion absolute frequencies, giving each variable the same
weight;

3. to graphically represent, together with computing, emotional similarities, as already men-
tioned;

4. to highlight why two topics are similar, in other words which emotions are shared.
In multivariate statistics, the problem of graphically representing an observation-variable matrix
can be solved through dimension reduction techniques, which identify convenient projections
(2-3 dimensions) of the observations. Principal Component Analysis (PCA) is probably the most
popular of these techniques. See Abdi and Williams (2010) for an introduction. It is possible to
obtain from TE a reduced representation of topics where the new dimensions better explain the
original variance. PCA and its variants can thus define and visualize reasonable emotional dis-
tances between topics. After several experiments, we selected Multiple Correspondence Analysis
(MCA) as our tool, a technique aimed at analyzing categorical and discrete data. It provides a
framework where requirements 1-4 are fully met, as we will show in section 4. An explanation
of the relation between MCA and PCA can be found, for example, in Gower (2006).

4. Multiple Correspondence Analysis

(Simple) Correspondence Analysis (CA) is a technique that can be used to analyze two categor-
ical variables, usually described through their contingency table C (Greenacre 1983), a matrix
that displays the frequency distribution of the variables.
CA is performed through a Singular Value Decomposition (SVD) (Meyer 2000) of the matrix
of standardized residuals obtained from C. Residuals represent the deviation from the expected
distribution of the table in the case of independence between the two variables. SVD of a matrix
finds its best low-dimensional approximation in quadratic distance. CA procedure yields new
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axes for rows and columns of C (variable categories), and new coordinates, called principal
coordinates. Categories can be represented in the same space in principal coordinates (symmetric
map). The reduced representation (the one that considers the first k principal coordinates) is the
best k-dimensional approximation of row and column vectors in chi-square distance (Blasius
and Greenacre 2006). Chi-square distance between column (or row) vectors is a Euclidean-type
distance where each squared distance is divided by the corresponding row (or column) average
value. Chi-square distance can be read as Euclidean distance in the symmetric map and allow
us to account for different volumes (frequencies) of categories. It is therefore desirable in the
current application, but it is defined only between row vectors and between column vectors.
CA measures the information contained in C through the inertia I , which corresponds to variance
in the space defined by the chi-square distance, and aims to explain the largest part of I using the
first few new axes. Matrix TE can be seen as a contingency table for emotional impressions, and
a representation of topics and emotions in the same plane can be obtained by performing CA.
Superimposing topics and emotions in the symmetric map apparently helps in its interpretation,
but the topic-emotion distance doesn’t have a meaning in the CA framework. We have therefore
searched for a representation where analysis of topic-emotion distances was fully justified.
MCA extends CA to more than two categorical variables and it is originally meant to treat
problems such as the analysis of surveys with an arbitrary number of closed questions (Blasius
and Greenacre 2006). But MCA has also been applied with success to positive matrices (each
entry greater or equal to zero) of different nature and has been recast (rigorously) as a geometric
method (Le Roux and Rouanet 2004). MCA is performed as the CA of the indicator matrix of
a group of respondents to a set of questions or as the CA of the corresponding Burt matrix
(Greenacre 2006). The Burt matrix is the symmetric matrix of all two-way crosstabulations
between the categorical variables. Matrix J can be seen as the indicator matrix for emotional
impressions, where the questions are which topic and which emotion are contained in each
impression. The corresponding Burt matrix JB can be obtained by multiplication of J with itself:

JB = JTJ =

(
TT

JTJ TT
JEJ

ET
JTJ ET

JEJ

)
.

Diagonal blocks TT
JTJ e ET

JEJ are diagonal matrices and all the information about correspon-
dences between variables is contained in the off-diagonal blocks. From the CA of the indicator
matrix we can obtain new coordinates in the same space both for respondents (impressions)
and for variables (topics, emotions). From the CA of the Burt matrix it is only possible to
obtain principal coordinates for the variables. MCAs performed on J and JB yield similar
principal coordinates, but with different scales (different singular values). Furthermore, chi-
square distances between the columns/rows of matrix JB include the contributions of diagonal
blocks. For the same reason, the inertia of JB can be extremely inflated.
Greenacre (2006) solves these problems by proposing an adjustment of inertia that accounts
for the structure of diagonal blocks. Inertia explained in the first few principal coordinates is
thus estimated more reasonably. MCA of the Burt matrix with adjustment of inertia also yields
the same principal coordinates as the MCA of the indicator matrix. Finally, in the case of
two variables, CA of the contingency table and MCA yield the same results. Thus the three
approaches (CA, MCA in its two variants) are unified.
When analyzing topic and emotion variables in this framework, we are ignoring co-occurrences
of multiple topics or multiple emotions in the same documents. Discounting interactions between
topics is desiderable, as our aim in this analysis is to focus on emotional similarities between
subjects of online conversation. Discounting interactions between emotions can potentially
discard useful information, because emotions that often co-occur in the same span of text might



98

Italian Journal of Computational Linguistics Volume 1, Number 1

Figure 1
MCA of most emotional Italian TV programs discussed on Twitter during December 2013.

be considered closer in an ideal emotional space (for example love and joy). However, the amount
of tweets that contain more than one annotation of type emotion is very small (less than 1% in
the considered datasets). Moving to the analysis of emotional impressions allows us to adopt
the MCA framework and, in particular, to better estimate the explained inertia of our dataset:
considering interactions between emotion variables would instead change the structure of one
diagonal block in the Burt matrix and the adjustment proposed by Greenacre could not be applied.
MCA offers possibilities common to other multivariate techniques. In particular, a measure on
how well single topics and emotions are represented in the retained axes is provided (quality of
representation).
Symmetric treatment of topics and emotions facilitates the interpretation of axes. Distances
between emotions and topics can now be interpreted and, thanks to them, it is possible to
establish why two topics are close in the reduced representation. An additional (and interesting)
interpretation of distances between categories in terms of sub-clouds of individuals (impressions)
is provided by Le Roux and Rouanet (2004).

5. Case studies

5.1 One month of Twitter TV

Data were collected during December 2013 (1,2 million tweets). Tweets were aggregated to
generate monthly TV show profiles. We selected the 15 "most emotional" shows to analyze. MCA
was performed using programs and emotions as variables in a vector space model as described
in sections 3 and 4. Results are shown in Figure 1. Size of programs’ points is proportional to the
number of distinct emotional impressions for that category. As explained in section 4, distances
between emotions and programs have a mathematical interpretation and can serve as a measure
of correlation. Thanks to this fact we were able to perform a straightforward classification of
TV shows, based on the closest emotion in the MCA subspace. This classification is represented
by programs’ colors in Figure 1. We can see, for example, that Italian talk shows about politics
(second quadrant) are similar and share the most negative emotions. Instead, entertainment shows
are characterized by better mood overall, although they do not share the full emotional spectrum.
For example, MasterChef’s public is dominated with anger. Fear, despite not being dominant, is
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Table 2
X Factor and MasterChef datasets: emotional impressions about the shows found on Twitter.

X Factor 7
Date Emotional impressions

26/09/13 23,712
03/10/13 15,364
10/10/13 11,932
17/10/13 24,116
24/10/13 57,413
31/10/13 26,301
07/11/13 37,441
14/11/13 36,363
21/11/13 29,405
28/11/13 34,097
05/12/13 35,438
12/12/13 121,106

TOT. 452,688

MasterChef Italy
Date Emotional impressions

19/12/13 5,926
26/12/13 4,495
02/01/14 6,796
09/01/14 7,087
16/01/14 9,721
23/01/14 8,227
30/01/14 8,964
06/02/14 9,427

TOT. 60,643

an important component of dark comedy Teen Wolf’s emotional profile. As many multivariate
techniques, MCA also provides a measure of the quality of our representation (Blasius and
Greenacre 2006). In this case 94% of statistical information (or inertia) was retained, so this
can be considered an excellent approximation of the initial dataset.

5.2 Analyzing whole TV seasons

It is of interest not only to analyze the aggregated profile of a TV show, encompassing several
weeks or months, but also to compare individual profiles of each episode. For example, the
7th edition of popular Italian music talent show X Factor consists of 12 episodes, including
the auditions. We want to represent these 12 episodes and their emotional similarities with the
highest precision in two dimensions. Another program we examined in detail is the competitive
cooking show MasterChef Italy (3rd edition). See Table 2 for details on our datasets. Data were
collected on a weekly basis, between 24 October and 12 December 2013 for X Factor, between
19 December 2013 and 6 February 2014 for MasterChef. X Factor obtained on average 47k
emotional impressions for each episode; MasterChef an average of 8k impressions/episode.
Within the MCA framework, each episode can be considered as a separate category for the
program variable we introduced in section 4. A representation similar to the one we obtained
in section 5.1 can therefore be obtained for each show. See Figure 2 and 3 for results.
Emotional changes in the audience are reflected in the episodes’ positions, numbered progres-
sively.
As we briefly mentioned in section 4, MCA does not discount the weight of individual profiles,
which in our case is the sheer number of emotional impressions for each episode. The origin
of axes in an MCA map is also the weighted mean point of active variables’ points (as shown
in figure) and the mean point of emotional impressions’ points (not represented). The origin
(or barycenter) can then be taken as the average profile (an overall "summary") for the TV
show in exam: a fact that we chose to highlight in our representation. Episodes are numbered
progressively in each plot. As previously seen, the first axis expresses the contrast between
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Figure 2
MCA of X Factor 7.

Figure 3
MCA of MasterChef Italy, first 8 episodes of 3rd season.

positive and negative mood.
Evolution phases are clearly visible in the X Factor plot (Figure 2). The selection process of the
first three episodes is dominated by love and fear for the contestants. The beginning of the finals
is marked by a strong and visceral disagreement about how the selections ended. Judgments
dominates most of the season, as the audience is able to directly evaluate the contestants. The
final episode is the most positive and emotional of the whole season. 73% of total inertia was
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Figure 4
Comparison via MCA between X Factor and MasterChef formats, 2013-2014 editions.

retained in this map.
The MCA plot of the 3rd edition of MasterChef Italy (Figure 3) tells a different story (64%
retained inertia). No trend emerges so there is a much greater dependence on single episodes, as
described in the plot.

5.3 Comparison between MasterChef and X Factor

If we represent MasterChef and X Factor in the same space, individual episodes can still be used
as categories for emotional impressions (Figure 4). In order to highlight differences between
the two formats, we have plotted weighted mean points, obtained separately for each one of
them. For example, the X Factor point corresponds to the (scaled) barycenter of the cloud of
emotional impressions related to this talent show. Distances from the X Factor and MasterChef
points have the same geometric and statistical interpretations as the distances between active
variables’ points. This type of analysis is strictly related to structured data analysis, where the
dataset comes with a natural partition or structuring factor: in our case single episodes (original
variables) are naturally grouped into their respective seasons. For more information on structured
data analysis, see for example Rouanet (2006). Note that we are comparing X Factor’s live show
(last 8 episodes) with the first 8 episodes of MasterChef. In fact, at the moment our analysis was
performed, MasterChef still had to reach its conclusion.
When MasterChef and X Factor are represented in the same MCA plot, we can clearly see how
different these two shows are (82% retained inertia).
By looking at the position of emotions, the first axis can be interpreted as the contrast between
moods (positive and negative) of the public, and this is therefore highlighted as the most
important structure in our dataset. X Factor was generally perceived in a more positive way than
MasterChef. The advantage of incorporating emotions in our sentiment analysis is more manifest
when we look at the second retained axis. We can say the audience of X Factor lives in a world of
opinion dominated by like/dislike expressions, while the public of MasterChef is characterized
by true and active feelings concerning the show and its protagonists. This is coherent with the
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fact that viewers of X Factor could directly evaluate the performances of contestants. This was
not possible for the viewers of MasterChef, who focused instead on the most outstanding and
emotional moments of the show. Reaching these conclusions would not have been possible by
looking at simple polarity of impressions.
This difference in volume between the two shows is reflected in the distances from the origin,
which can be considered as the average profile, and therefore closer to X Factor.
Other detailed examples on structuring an MCA analysis can be found in Rouanet (2006).

6. Conclusions and further researches

By applying carefully chosen multivariate statistical techniques, we have shown how to represent
and highlight important emotional relations between topics. We presented some case studies,
describing in detail the analyses of some live TV shows as they were discussed on Twitter.
Further results in the MCA field can be experimented on datasets similar to the ones we used. For
example, additional information about opinion polarity and document authors (such as Twitter
users) could be incorporated in the analysis. The geometric approach to MCA (Le Roux and
Rouanet 2004) could be interesting to study in greater detail the clouds of impressions and
documents (J and D matrices); authors could also be considered as mean points of well-defined
sub-clouds.
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